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INTRODUCTION

In this paper we briefly discuss the recent shift in motor control

towaru a theoretical orientation that views the human behaving system in

a more complex manner than has been prevalent in the past. The case is

made that modern control theory offers explanations and guidance in

developing, comparing and evaluating models of movement coordination and

regulation. To offer such explanations and guidance is justifiable given

the extremely large interest in motor behavior and control that now exists.

One common criticism of the completed research in the field--and one which

has been made as often by those attempting to derive rractical utility

from empirical data (such as skill instructors and teachers) as anyone

else--has been its nondirectional and incompletely conceptualized nature.

Those involved in research now are being urged to avoid narrow and/or

shallow conceptualizations, and control theory is offered as an appropriate

alternative aprroach. Admittedly, control theory is characteristically

apractical, it makes no immediate claim to offer instructors or other

practitioners any method by which skilled perforrance can be acquired

more quickly or retained longer. Its address is to the researchers in

motor control not because the practical aspects are unimportant or trivial,

but because if the research efforts are not linked conceptually the very

basis for effective skill learning or instruction mav be jeopardized.

Tie bulk of the paper, then, will be devoted to the introduction

and research application of those organizational concepts derived from

control theory and to the classification and critiques of models of motor

control. The review closes with a discussion of the potential benefits of

control theory application within aifferent levels of scientific inquiry.
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When viewed r.echanically, the human organism is a multisegented

system whereby movement of one seg.ent can influence the motion of an

adjoining segment in a variety of ways. The plasticity, flexibility,

and intricate orranization of an acting human presents researchers with

a complex, multilayered puzzle possessing countless pieces and com-

binations. After many years of attempting to simplify motor behavior

through reductionistic paradigms, awareness has come that this form of

scientific inquiry may detract from the integrity of the system being

studied, and that cnmplex behavior rLay not be understood as a simple

extranolation of the properties of its elementary components.

Not too many years ago, the rotor behavior area was riding the

wave of enthusiasm accompanying the shift from product to process oriented

paradigms. The thematic shift was triggered by the belief that un-

ravelling the mental processes which underlie behavior would help explain

motor learning and performance. For many years, motor learning and memory

received an impressive amount of theoretical and investigative attention

(Admas, 1971; Schmidt. 1976a; Stelmach, 1974). Over time, the realization

came that the study of skill learning contributed little to understanding

motor acts when so little was known about the control of movement.

Consequently, the popularity of these topics diminished. With increasing

frequency, researchers became aware that many of the 'keys' to understanding

learning and performance lies in the complexity of the central nervous

system, and that without knowledge of the mechanisms underlying performance,

the expectation of developing general learning principles will remain small.

Thus, investigators in skill performance began turning toward notor

control problems in order to better acquire an understanding of the processes

and mechanisms which rejulate motor acts.
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Motor behavior researchers have, in the past, been primarily

concerned with controlling input in order to obtain knowledge about

movement control. However, it has become clear that the passive, psycho-

physical techniques used to examine motor information have failed to account

for the fact that the active components of the performer play a major

role in motor coordination. Sperry (1952, 1976) has repeatedly remarked

that analysis of the motor output should tell us more about internal

mental processes than analysis of the input (Kelso & 'Wallace, 1978).

Consequently we see treater attention to ard finer analysis of response

characteristics in explanations of the control of movem.ent. A derivative

of this development was the utilization of more diverse dependent
variables. Novement kinem.atics, electro-WJography, and evoked potentials

are frequently reported and interpreted along with the traditional

performance measures such as accuracy and response time. These additional

variables provide descriptive information to enhance explanatory powers

and!or provide adaitional control of extraneous variables.

As skill performance research began to focus on the control of

movement. considerable theorizing and debate arose around the various types

of information used by the central nervous system in the generation and

coordination of movement. Much of this work was aimed at clarifying the

interaction between what may be termed the central co'.ands from the brain

and the sensory feedback from peripheral receptors. As a consequence,

a debate developed over the dominant sources of information for movement

regulation; whether central commands were sufficient for accuracy control

or whether sensory information :as also necessary (Laszlo, 1966; McCloskey,

1973; Taub & Berman, 1968). While this question has broad ramifications

for control theory, the major issues of concern were kept at a rather
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restricted level. The centralists repeatedly demonstrated the ability of

organisms to perform certain types of motor acts in the absence of feed-

back and the peripheralists repeatedly demonstrated performance decrements

when feedback was manipulated (Glencross, 1977; Schmidt, 1976a; Stelmach, 1979).

It became obvious that neither a central nor a peripheral explanation in

isolation could deal adequately with all the phenomena observed. The

arrival of this debate at an impasse is illustrative not only of the

complexity of the motor system but also of the inefficacy of the

traditional methods and has encouraged the development of more sophisticated

models to depict motor control.

Two phenomena classically cited to illustrate the complexity and

diversity of the human motor system, and which theories of motor control

must ultimately explain, have been identified as the degree of freedom

problem and context-conditioned variability (Bernstein, 1967; Turvey,

Shaw & Mace, 1978). The possible movement combinations of which the

skeletal joints are capable engenders the first problem. Simply stated,

a degree of freedom is allotted to each linkage in the skeletal system

capable of independent motion. Given that each linkage has the capacity

for variable settings or ranges of motion, the number of possible

combinations for the system increases exponentially. LaBerge (Note 1)

provides the exanple of striking a piano key with a finger. When

considering that there are three joints on the finger, each operated by

an agonist-antagonist muscle combination capable of variable velocities

to control force and placement of the finger, it is apparent that the

movement parameter combinations that must be controlled are quite large.

The magnitude of combinations becomes astronomical when movement encompasses

the entire hand.
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Context-conditioned variability is illustrated in the nonspecificity

of muscle commands. That is to say, the same or a similar movement

pattern can be attained through the use of several different muscle

combinations. For example, individuals retain the same unique style

of writing whether writing with a pen and paper or with chalk and board

(Greene, 1972; d erton, 1972). It also has been demonstrated that

intelligible speech can be produced when the articulators responsible are

obstructed, requiring the use of different vocal tract configurations

to achieve the desired phonation (IMacNeilage, 1970). This complexity and

plasticity is difficult to account for with relatively simple control

models that postulate the programming of coordinated movement in terms of

individual muscles.

These paradoxical control problems suggest a need to reassess

traditional views of how coowdinaed movements are controlled. The

major task at hand is to assimilate the rapidly accumulating new

theoretical perspectives and evaluate their explanatory power. The

adoption of a concept,,.l framework which encompasses more diverse aspects

of the behaving system will aid in this endeavor.

A CONTROL TH-EORY PERSPECTIVE

One framework useful for understanding the theoretical positinns

emerging is that of control theory which originated in systems analyses

(Powers, 1973; Toates, 1975; von Bertalanffy, 1973). Control theory can

be viewed as a methodological or operational paradi= f~cusing on the

interactive behavior between or among the components of the physical system;

where a system is defined as an interconnection of components forming a

configuration to provide a desired response (Metz, 1974). A control theory
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perspective aids in conceptual thinkino and provides a basis for

constructive criticism and functional evaluations. It constitutes more

than simply a methodology; it is an ideology for studying 'how things work'

and by its nature draws on many disciplines for application.

There are several facets of control theory which recommend it as

a framework for understanding skill performance, and motor control in

particular. First, an increased awareness of the complexity inherent in the

control of action has served to demonstrate the inadequacy of many simple

models in the literature. Such models viewed the action system in a

narrow aspect and dealt with complexity by neglecting it (;eisser, 1976;

Shaw & Bransford, 1977). The control theory perspective, however, is

capable of representing the entire system and incorporating its complexity

while, at the same time, refining it to a more digestible quality.

Second, control theory is not peculiar to any one discipline; its

utility is universal where physical systems are identifiable. The increased

interest in motor control from several areas of research (neurophlysiology,

theoretical biolo( y, kinesiology, psycholinguistics, artificial intelligence,

and the computer sciences) requires that researchers interpret widely

disparate data. The common language provided by control theory promotes and

facilitiates this interdisciplinary exchange and the awareness that the

principles educed are not necessarily dependent on the physical nature of

the system. It furnishes a superstructure for interpreting and comparing

input from a multitude of sources.

Third, modelling procedures in control theory offer investigators

a certain latitude and flexibility in describing systems by means of

established conventions within an organized frru.evork. Perhaps the

greatest freedom is the arbitrary specification of the system boundaries.

With this freedom, one may divide the object of interest into a number



of subsystems, depending on the detail of the scope required. Similarly,

inputs and outputs may also be flexibly defined according to the variables

of interest and can even overlap to the extent that the output of one

system may provide the input of another system. It is also possible to

incorporate and analyze multiple variables or signals within the same

model, permitting the representation of complicated and involved operations.

(For a more comprehensive coverage of control theory see Milsum, 1966;

Dorf, 1974; Toates, 1975; and Carpenter, 1977).

Control Classifications

In this chapter, discussion is delimited to volitional movement

except where noted and will primarily focus on control processes beginning

once the novement is selected and continuing through response initiation.

In this context of volitional movement, we assign intention the highest

level of control or, in systems terminology, intention is thought to provide

the reference value of the system (desired goal). It should be noted here

that those processes contributing to formulation of the reference value are

those processes commonly represented in information processing models

as percention, recognition, decision, and so forth. The results of these

processing stages, including access to memory, determine the desired

movement for intended action. Emphasis is placed on those processes

mediating the output relative to the intended movement. Neglect of

information processing stages is not intended. However the boundaries of

the action system we wish to consider extend only from intention to

execution of the movement. Consequently, the figures (1, 2, 3 and 4)

depicting types of control present these stages as simply input for the

formulation of movement intent. Although there is always the possibility
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of error at any of these information processing stages, once the plan for

action Is selected, the reference signal, which specifies the desired

performance for the system, is determined. It is relative to this value

that feedback from the response is compared to determine error. Error is

nonexistent when the reference signal coincides with the system's output

(Toates, 1975).

When classifying models according to their organization, direction

of control is a characteristic commonly used in describing controlled

systems. Most control models fall into a category defined as hierarchical.

ere, higher centers exert control directly or indirectly on lower

structures or mechanisms. Control in the hierarchical sense can also be

characterized by the degree of specificity of the cosmand. At a very high

level, intention is in a general, abstract form such as 'leave the room'.

The number of ways to 'leave the room' requires increasing specificity

and concreteness as the conand is formalized. In contrast, direction

of control in a heterarchy is not unidirectional and lower structures

may control higher centers (Turvey et al., 1978).

The second categorical distinction is related to the number of

levels of transformation information must pass through between the

system reference signal and the achievement of the goal state. A

transformation in this sense should be thought of as both refinement, as in

Increasing specificity, and alteration due to additional inputs at other

levels. For simplicity's sake, the number of levels a system may possess

has been dichotomized into single-level (one transformation) and multilevel

systems (more than one transformation).

Still a third trait operationally distinguishes control processes

Into a meaningful dichotomy: lumped versus distributed control. This

particular distinction focuses on control within a level of the system
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defined. The descriptor, lumped control, is derived from the nature of systems

bearing the sane label. In such systems, the units conprisina the system

assume a uniform value for the variable describing each unit at any one

time (Milsum, 1966), just as gas pressur- assumes a uniform value throughout

a container, regardless of its shape. In a similar fas. ion, systems where

control processes or functions are homogeneous across structures at any

one level, are termed luw'ed. Specifically, lur.:ed control is demonstrated

where functioning is constrained to one type of structure, although many

structures may be in operation at one level. An example of a system

where processing is depicted as lumped can be reen in most information

processing models (Marteniuk, 1976; 1assarc, 1975; Welford, 1968). In

such a model, one stricture is posited to operate on input at any given

level.

In a distributed control system, function at any one level of the

system is spread or distributed among a number of structures which may

interact to achieve the desired output (Arbib, 1972, 1975, 1980a, 1980b).

In a system where the value of control variables are determined by

combinations of structures, several alternative combinations must exist

to arrive at the sane goal. A benefit of this type of control is a

plasticity and flexibility, manifested in resiliency to disruption, in

control function. Incapacitation or disturbance of one level need not

disrupt the system since subsystems may then cooperate to compensate for the

injury.

An example of distributed control is seen in the context of

industrial control systems, where a hierarchy of loosely coupled computers

manage the optimization of production (Kahne, Lefkowitz & Rose, 1979).

In such a system, the first level of control consists of several interacting
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computers responsible for maintaining local variables at levels consistent

with local objectives and constraints. A. second level of computers

coordinate the actions of low level computers and communicate with still

higher level computers, which strive to preserve overall plant goals.

In this way, control is distributed over many units, with complete control

residing in none.

It is advisable to distinguish between modeling the control of a

complex organism as a unity or as a number of subsystems. Previously it

was stated that systems boundaries could be arbitrarily defined according

to the interest of the investigator. When categorizing models, however,

some ambiguity can arise where subsystems are represented by lumped models.

A combination of several lumped models would yield a distributed model;

and similary, a distributed model may be divided into multiple lumped

systems.

The taxonomy layed out is an operational convention to aid in model

comparison and evaluation. However, theories of control are somewhat

dependent on the level of inquiry that they address. For example, there are

theories which address the entire behaving system and those which attempt

to model some discrete aspect of the system; both can possess varying

degrees of complexity and detail. Regardless of the scope of their intended

description, models can be classified by their control characteristics.

Thus, multilevel, lumped or distributed control theories may encompass

systems that vary widely in their control responsibilities; for example,

the firing of a single neuron versus the regulation of a gross maovement.

We will first consider hierarchical systems of the single-level variety,

followed by multilevel, lumped and distributed systems and conclude with

consideration of a heterarchical model.
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Hierarchical Control

S Level Systems

Function under single-level hierarchies is usually of the lumped

variety, due to the constraints and limitations imposed by the avail-

ability of a single level. Many models of skill performance fall in this

category since they focus on events prior to response specification and

consider the response only as a reflection of preceding processing

stages. These models represent an important part of the motor skill

literature, but a rather limited representation of the human as a total

* performance system. Hierarchical, single-level control models describe

motor behavior as simply output resulting from the execution of motor

comands. Figure 1 illustrates the simple directness of a single-level

lumped system. Information processing provides input for formulation

Insert Figure 1 about here

of intent or purpose, in which movement parameters are selected. The

behavior, skill or motor act with which we are most concerned has been

reduced to representations such as 'performance,' (Singer, 1975); 'output,'

(Robb, 1972); 'effectors,' (Welford, 1968); 'muscular system,' (Whiting,

1972); 'responses,'(Klein, 1976); 'muscles,' (Keele & Summers, 1976).

There are limitations to such a global conception of output control

processes, primarily in appreciating the complex medium of which they

are a product. Perusal of the more cosaon models reveals a great amount

of space (hence interest and importance) attributed to input processing

and little allocated to motor control processes.

A clear example of single-level, lumped control is the concept of
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a motor program. This concept was initially used by Henry and Rogers

(1960) to describe the control of rapid movements and was subsequently

populari-ed by Keele (1968). Keele defined a motor program as a centrally

stored, prestructured set of motor commands, where an executor or command

generator issues motor commands specifying all parameters of the movement.

The program is transmitted via the central nervous system and is executed

presumably as it was issued.

Traditionally, the motor program concept has been described as

operating independent of peripheral feedback (Keele, 1968; Jones, 1977;

Marteniuk, 1976). Although this may be the case in fast, highly learned

movements, a strict application of this tenet to all movements is un-

realistic. Keele (1977, 1960) recently presented a more palatable version

of the motor program which provides for the inclusion of sequence

representation in the motor program, permitting the proper sequence of

movement to be renerated without feedback. When precision is required or

corrections needed, allowance is made for closed-loop corrections. Feed-

back is thought to be useful only at the level of the executor's comparator,

and therefore represents a feedback loop requiring too much time for rapid

alteration of the movement in prorress. However, there is accumulating

evidence that feedback can be useful in much shorter tine frames than

traditionally thought (Evarts, 1973; Evarts & Tanji, 1976). While the J

generality of motor programs is limited by their riridity, they provide

appropriate descriptions for a restricted set of motor acts.

Research surrounding the motor program concept generated complex

models depicting those stages of information processing which determine

output (Massaro, 1975; Theios, 1975; Welford, 1968). Some early models
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were in the form of verbal descriptorn of those processes while others

erployed reductionistic means to arrive at q uantitative descrirtions.

Recently Sternberg et al. (1978) modelled the timing of rapid moverent

sequences in speech and typing. Three types of processing stages prior

to response initiation were introduced to exlain the latency and durv.tion

of rapid movement skills. The model departs from conventional pro~ramning

concepts in that the construction of motor progress is achieved through the

compilation of several subprgrams. The first stage cronsists of the

locating of appropriate subprograms through a self-terdnating search. The

second stage is the unpacking of the constitutents of these subprograms, and

the third stage is the issuing of the sequence of conmands to control the

subprograms. The contribution of Sternberg's model lies in the demonstra-

tion of high level assemblage of programnming components during response

selection. It may be arbued that this view provides some flexibility

over strict motor programring notions by demonstrating that Motor progra s

are not prestructured units. While these are perhaps eloquent improve-

ments over past programming notions, they are not directed toward explaining

control of movement once the command is formulated.

In addition to motor programming notions, there are other models

which fall in the lumped category. Shaffer (1976) has postulated a

hierarchic theory of action which is based, in part, on response latencies.

To this extent, it is similar to the previous model of Sternberg et el.

(1978), but differs in the examination of error types. Examining skilled

typing, Shaffer posited translations of the intention to take place in two

successive stages, input and output, each with a memory buffer associated

with it. The form of the command is different in each stage; that is,

letter strings for input and motor commands for output. Its hierarchic

nature is displayed in the flow of command from intention through stages of

translation. Shaffer goes on to postulate an indexing system in each buffer
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linear arrays. The most interesting aspect of Shaffer's expose is the

evaluation and classification of errors as they occurred in the typed

text. The class of errors of most interest were those errors in execution

which Shaffer attributed to peripheral factors of the response. Examples

of such errors were hitting two keys at once, hitting the adjacent keys,

and omitting letters by a weak key strike. These errors are representa-

tive of important issues in motor control, particularly the parameterization

of force and location in ballistic movements. Although Shaffer posits high-

level interactions, his model does not Allov modification of the motor

plan once it has been formulated. Nevertheless the model provides

logical explanations for the occurrence of errors, a phenomena not commonly

addressed in the motor proeraming literature.

Currently, Norman (Note 2) is formulating a theory of action which

is based on errors which occur as a result of 'slips of the mind' in

everyday life. The control aspects of the model indicate a hierarchical

flow of control but, as seen in previous models, the various levels of

processing are seen to exist centrally. For Norman, the highest level of

of control is intention, the conscious willing of an event. The intention

leads to the conscious selection of a plan of action, which is assuned

to be vaguely specified but rerresents in a gross sense the act intended.

Schemata, organized memory units in the traditional sense, are viewed

as sensorimotor computati.onal units comprising the elements of the plan.

Norman represented schemata as the most specific determination of action

plans prior to the actual behavior and indicated their hierarchical

organization. Thus, when an intention engenders a plan and a match
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exists between the plan and existing schemata, schema activation automatically

performs the detailed specification of the actual rovenent. If there is

not an existing match, then the plan must be modified consciously.

Some problematic considerations exist for movement control as

Norman has modelled it. First, if the intention is specified incorrectly

and executed according to its specification, the feedback from the

response will be incorrect by the same amoiant as the specification deviated

from the intent. Thus, when the two, intention and feedback, are compared,

no discrepancy will be detected. Second, levels of specification create

the potential for a loss of information regarding the extent of the error

when a high-level (pross)specification is compared to low-level error

information (detailed specification). While the model possesses many

levels, each operates centrally and constitutes a single-level, lumped

model in a control theory perspective.

Others have used the notion of schema to expand upon the rotor

progra-nming concept (Schmidt, 1975; LaBerge, Note 1) where organized

memory structures represent a class )f events or movements with some

comnon characteristics (Bartlett, 1932; Head, 1920; Pew, 1971,; Schmidt,

1976b). Schemata have been used to represent generalized motor programs,

providing flexibility by alleviating the constraints of novelty and storage

associated with conventional motor programs. While Schmidt (1975) and

Pew (1974) have utilized schema notions in similar ways,,Pew (1974) has

been more explicit with their use for motor control.

Pew (1974) incorporated schemata, generalized sources of memory

information about the organization of movement, in his hierarchic model

of perceptual motor performance. Pew's lowest level of control is a

simple servomechanism through which passes a stream of simple motor

commands selected from the schema. His next level consists of a higher-
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order sensing mechanism capable of complex pattern detection and corres-

ponding temporal organization of motor contands. Such a mechanism would

allow individuals to take advantage of signal predictability in their

responding. The highest level of control, voluntary or self-initiated

movement, is analogous to intention in other models. Pew (1974) posited

three! types of feedback, external knowledge of results, proprioception,

and efference copy to provide error information to the system. On

consideration of Pew's model, his levels of control would appear to be

more appropriately termed levels of specification. Therefore, the model

addresses the central mechanisms which provide the ref,-rence signal for

the system. As such, Pew's model is certainly hierarchical with many

levels of information processint, but only a sinile level of output

control.

From a control theory perspective, the schema notion provides

little real improvement over the motor progra rin- concept in explaining

response output. While schema notions address constraints in memory,

functional control b-" generalined motor programs does not alleviate the

problems associated with conventional motor prograiminF. Schema theory

has also been less than satisnying in generating convincing cmpirical data

(McCracken & Stelnach, 1977; Newell & Shapiro, 1976). Although these

models possess varied levels of f2exilility and sophistication in modeling

response preparation, these processes occur prior to forralation of the

intentio-. For the purposes of this review, these models are considered

to be single-level in nature.

Motor prograrming views, where variations in reaction times

reflect the programning of response characteristics, do not address the

-L I M..= .. . . .. ... :. .
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interactive and distributed nature of the nervous system. Althougth this

literature has contributed much insight into the preparation of movement,

several anomalies and unaddressed problem exist in the .nrle-level,

hierarchical control model. Even when feedback loops are employed to

adjust the motor plan for the next attempt, the complexity of the

system far exceeds the explanator capacity of the motor prograrming

concept. Although Turvey et al. (1978) indicate that single-level control

could solve the context-conditioned variability problem, given that very

detailed afferent information is matched with very detailed efferent

commands, it cannot solve the problem of degrees of freedom. Many have

found it difficult to concede that one structure may specify the exact

combination of muscles for all movements (Bernstein, 1967; Celfand et al.,

1971; Greene, 1972; Turvey, 1977). Conceptualizing motor control as a

single comand could potentially ignore or confound processes and effects

which occur between response selection and initiation. In the sections

that follow, multilevel control models, in which other processes occur

between intention and output, are reviewed.

Multilevel Systems

In the previous section the problems with a single level of

control were summarized to point out the inadequacy of such models in

explaining motor control. But what advantages are there to viewir. motor

control in a multilevel model? In sinele-level control, once the intended

movement is specified in the form of a command, no other influences are

posited to affect the control of the movement prior to its initiation.

In the multilevel system this is not the case; intention is still the

determinant of the course of voluntary movement but transformations of

the intended command do intervene. Turvey (1977) described multilevel
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hierarchies in terms of decision-making structures, stating that a high-

level executive specified the fundamental goals while decisions on details

were left to subordinate structures. Further details are to be specified

by even lower structures until the last decisions are made by the lowest

structure in the system. Thus, the burden of computation on the higher

stages is alleviated by delegating minor computation and processing to

lower stages (Glencross, 1980; Keele, 1980; Turvey et al. 1978). In

general, the cormands exerting control on the organism are unidirectional

between stages. The inclusion of feedback loops should not alter the

integrity or directionality of hierarchial control. Admittedly, feed-

back from a lower level can affect the control exerted by the higher level;

the purpose is adaptive and compensatory with respect to the reference

signal provided by the higher level. Thus, feedback can serve as

communication between levels, but the exact pathways it may take are not

well defined at this time. Nhether feedback in this context qualifies

as autonomous control is questionable and will be addressed later in the

discussion of heterarchies.

Arbib (1972) itemized some advantages and disadvantages to multi-

level hierarchical control. As .entioned previously, there is a more

efficient and economical use of higher levels in the reduction of

computational complexity. A byproduct of this econoay is increased

storage at the higher levels and nore prograr-ing time available in much

the same way that software conventions achieve economy in computer

technology. Information flow between levels is substantially reduced in

comparison to the amount of infornation which would be required in a single

command to specify all para:meters of a movement. The disadvantages,

L
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Arbib sugrests, include the loss of accuracy in a multilevel hierarchy as

compared to a single command specifying every detail of the response and

the reduction in the organism's possible behaviors due to the constraints

imposed by a hierarchy, conceivably making it difficult to learn unusual

motions or to deal with peculiar environmental changes.

Multiple levels of control have been proposed from a variety of

sources. Powers (1973) argued for the necessity of hierarchies of feed-

back control systems by pointing out that the reference signals may change

according to the goals at a specific level of organization. That is, the

info.'mation contained in a reference signal at a high level would connote

global goals like 'walk' whereas the same intention filtered through

several levels of control might include 'extension of the quadriceps'.

Shik and Orlovsky (1976) supported a multilevel control system when they

concluded that some features of quadrupedal locomotion are primarily

controlled by a spinal automatism producing stepping in individual limbs.,

whereas other features are influenced by interactions among limbs and

higher centers of the nervous system. In speech motor control, Abbs

(1979) advocated a multilevel hierarchy with afferent feedback operational

at each level in order to explain the adjustments made to descending motor

commands to compensate for variations in articulator starting positions

*, and unexpected load changes.

Lumped Models. Liumped control systems can be identified by

functioning isolated at one level of control (i.e., with only one process

or structure in operation). The e!onomr, associated with multilevel

systems is present whether they are lumped or not. However, lumped

systems are insufficient in some ways to explain the plasticity and

3 robustness of the human nervous system (in response to injury, for

example). Communication betireen structures at one level is possibleI
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through information returned via feedback to the next higher level of

control. Thus, compensation cannot occur within a level which results

in increased dependency on higher levels of control by lower subsystems.

Disturbance or damage to one level of the system would incapacitate

the subsystems dependent on that particular system for control. Although

pathological disorders resulting in dysfunction are all too real, we are

constantly amazed by case histories of adaption and regeneration of function

after substantial neural damage.

Insert Fiure 2 about here

Figure 2 illustrates the essential aspects of a multilevel, lumped

system where a grossly specified intention is transmitted to a number of

parallel subsystems which, in turn, control other subsystems with increasing

specificity. Farly on, Bernstein (1967) proposed intermediate steps

between higher centers and individual muscle contractions. He suggested

that movement ray be specified in terms rf muscle linkages; linkages being

defined as a group of muscles that conmonly work in synerty. This view,

in one form or another, has been expressed by a number of people (Easton,

1972; Gelfand et al. 1971; Greene, 1972; Turvey, 1977).

One of the more articulate explanations of low-level muscle

combinations was expressed by Greene (1972). Greene suggested a style

of rotor control in which subsystems possessing many degrees of freedom

are governed by a central system poi.sessing a few degrees of freedom.

He cittd the Pussian interpretation of synergies as a possible candidate

for the functional muscle subgroupings he describes as subsystems. One

example of thcse ltkajcs is found in the velocity ratios of the wrist

and elbow during flexion and extension (Kots & Syrovegnin, 1966). The
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rates of change at each joint angle were proportionally related such that

consistent velocity ratios were maintained. These ratios could not be

attributcd to the anatomical coupling and varied between individuals.

Another example comes from the work of Goldberger (1969) as Greene (1972)

has reinterpreted it. Goldberger severed either the pyramidal tract, or

the extraryramidal tract, or both in monkeys and noted that the joints of

the arm lost the ability to act independently. If extension were required,

the monkeys could reach for an object but never grasp it since they could not

flex the fingers while the limb was extended. If flexion were required,

as in drawing an object near, they could bring the object to their mouths

but could not release it through extension of the fingers while the elbow

and wrist were flexed. Goldberger (1969) concluded that the corticospinal

tract exerted an inhibitorj effect on muscles to prevent contraction or to

permit only enough contraction to stablize the linb. Greene suggested

that brainstem - spinal pathways excite all of a set of functionally

related muscles which the corticospinal pathways fractionate into coLponents,

inhibitinp the inappropriate ones. When the spinal pathways are severed,

the ability to dissociate the components is lost, resulting in all joints

respondIng as a unit.

In addition to low-level muscle combinations, Greene (1972)

indicated the need for the independent functions of 'activation' and

'tuning.' Activation in this sense refers to the selection of members of

a critical repertoire of built-in response patterns which can approximate

most movement requirements. The final adjustments are achieved by tuning

through feedforward, feedback or, more likely, a combination of the two.

Feedforward adjustments, which are made in response to advance information,
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permit the system to approximate that state required to eet the

anticipated event. One of the major purposes of feedforward is to bring

the state of the system 'into the right ballpark,' or a broad class of

states, w.ierein fcedback can adjust the system to its exact required state.

The preparatory tuning which may occur prior to movement takes the form of

progressive change in thresholds and reflex amplitudes in the lower

levels of the motor system (Gelfand et al., 1971). Further evidence of

preparatory tuning is included later in this section.

Greene (1973) analogizes the generation of responses to a hierarchical

multilevel 'tree' structure, in which earlier levels "compute crude,

inaccurate versions "f the required response, which are refined an"

corrected by later stages" (p. 326). Some of the advantapes of this control

structure in terms of system versatility are outlined by Greene. First,

the refinements at each stage form the branches of t tree structure

indicatink7 which actions are related thrcugh a comron precursor. Thus,

rinor alterations need only take place at the last cordon precursor.

Second, the crude precursor could serve as a rapid response to emergencies

in order to permit tine for more precise corrections. Third, complex

movements are comprised of recurrinj subroutines to avoid duplication of

effort. The problem of context-conditioned variability may also be

explainable in this multilevel structure if different branches are seen to

converge on the sam' response output. 3eirg on- of the first to draw

attention to the concepts of low-l.evel nrscle combinntion and tuning

functions, Greene provided great impetus for their creative and innovative

application i:, motor control.
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In contrast to the notions of Greene (1972), Easton (1972)

sugpested that a considerable amount of motor coordination was based on a

repertoire of reflexes. Muscles en ared in associated movements could

be functionally connected by corbinations of reflexes, or coordinative

structures, which could be activated by a single conmand of either central

or peripheral origin. The notion of coordinative structures invoked by

Easton involves the patterr of connections between interneurons and other

interneurons or motoneurons which resembles those patterns elicited by

reflexes (Easton, 19Y 8). fie arrived at his conclusions through observation

of quadrupedal raits, human movement sequences, and other neurophysLological

findings. Easton observed many similarities between reflexes and portions

of voluntary movements, as have others (Fukuda, 1961; Iellebrandt et al., 1956).

he suj-Zested that in some way reflexes provide the 'words,' whose combination

represents coordinated movement. In interpreting the work of Shik,

Orlovsky and Severin (1966), Easton noted that as the level of surgical

sectioning ascended the spinal cord, =ovements elicited from animals

become more complete, accurate and complex. This would appear to support a

multilevel system.

Easton (1978) revised his evaluation of coordinative structures to

describe a loose estimation of motor programs. Movement comma.ds, via the

central nervous system, facilitate reflex centers which in turn facilitate

groups of motoneurons or interneurons. Once the pathways are primed the

central nervous system issues a general cozmmand of 'r,' to all notoneurons,

from afferent feedback and from reflex recruitment. As Easton points out,

this view of a motor program is quite different from its conventional use

in the literature. However, it does present an alternative to the rigid

concept that many find unacceptable (Abbs, 1979; Arbib, 1980a; Easton,

1972; 1978; Kelso, Southard & Goodman, 1979; T-urvey, 1977).
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There is further evidence that a small number of independent muscle

groupings can simplify movements involving large numbers of muscles.

These programmed combinations of muscles are posited as the external

language of movement as well as the internal language of the nervous

system. It is for the management of these synergies that spinal and

supraspinal systems are responsible (Gelfand et al., 1971). The spinal

cord's ability to produce rhythmic, fixed patterns in the absence of

supraspinal influence is convincing support for the multilevel models and

the complexity of this portion of the central nervous system (Zerkinblit

et'al., 1978; -rillner, 1973; Smith, 1980; TenCate, 1964). The presence

of interneuronal networks, which nay be activated to produce stereotypic

movements and sernental reflexes, provides evidence of subsystems capable

of autonomous operation and likely candidates for the vocabulary of the

organism's control language (Gurfin:el et al., 1971). The concept of

functional Croups of muscles, be they coordinative structures (Easton,

1971, 1978), autor-atisrs (Shik & Orlovsky, 1976), spinal generators

(Smith, 1980), notor schemas (Arbib, 1980a, 19COb), or synergies (Bernstein,

1967), is useful in attempting to describe the meaningful units upon which

the c ntral nervous system operates. They represent intermediate control

levels which, when activated, appear to perform their functions autonomously.

To posit that the automatism may be activated from either central

or peripheral sburces appears to be a breach in the hierarch-.cal arrange-

ment of control. That peripheral stimulation in the absence of volition

may evoke the entire coordinative structure indicates that coordinative

structures constitute higher order reflexes arranged heirarchically

(Easton, 1972, 1977; Shik & Orlovsky, 1976). Volitional movement could

not, however, be controlled simply b:y piecing the stereotypic coordinative
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structures together. Coordinated, volitional movement would require a

smoothing or tuning function to choose and fit appropriate sets of muscles.

Greene (1972) metaphorically described tuning as an attempt to approximate

an unknown curve with portions of familiar curves in much the same way

that a draftsm.m uses a French curve. Easton (1977) suggested that tuning

is accomplished by the interaction of reflexes with each other and with

slgals from the cerebellum, midbrain, and motor cortex. While the

specific pathways which could achieve tuning have been suggested (Easton,

1977; Goldberger, 1969; Greene 1972; Orlovski, Severin & Shik 1966),

their activation and interaction in order to perform tuning has not been

well established.

Shik and Orlovsky (1976) have islated two intermediate levels of

control in locomotion that, descriptively at least, appear very similar

to Easton's coordinative structures. They include a spinal automatism

controlling step cycle and a brainstem-spinal automatism controlling

interlimb coordination and maintenance of equilibrium. The first level

description resulted from the finding that basic patterns of stepping

could be generated by the spinal cord without input from the brain and

indicated an automatism located in the spine. This spinal automatism

would control activity phases of muscles in the stepping cycle while the

brain would influence only the overall level of muscle activity. Description

of the second level resulted from the observation of interlimb reflexes

* and the central coordination of limbs during locomotion, indicating the

presence of other higher level automatisms responsible for these events. In

assuming these functions, the brainstem-spinal automatism is also held to

be responsible for maintenance of equilibrium.
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Where interlimb coordination is concerned, Kelso, Southard and

Goodman (1979) have found synchrony between the hands in movement of

varying amplitude and precision. When subjects moved one or both hands to

targets which varied in difficulty, kinematic analysis of the movement

demonstrated a close interactive relationship between limbs. The presence

of a coordinative structure or automatism which constrains the limbs to move

in synchronous patterns relative to velocity and acceleration was invoked

by way of explanation. The authors argued that the brain specifies the

activity of ?.ow-level automatisms to achieve the spatial demands of the

task, but does not specify the pattern of interlimb coordination. Thus

-the temporal relationship of simultaneous movements is relegated to the

automatism producing relatively invariant patterns of movement synchrony.

In another direction, though still searching for the 'language'

that specifies movement, Bizzi and his colleagues (Bizzi et al., 1978;

Bizzi, Polit & I!orasso, 1976; Polit & Pizzi, 1979) hove studied the cent--l

control of movement evoked by vision in the control of eye and head

movement as well as pointing behavior in monkeys. Through disturances

imposed by loading, Bizzi et al. (1976) found that deafferentation, via

cervical rhizotocy and chronic vestibulectony, did not seer to alter the

control of head positioning. hypothesizing that .uscles at the joint

assume spring-like qualities and iay be progrrmed as such (Asatryan

& Feldman, 1965; Cooke, 1979, 1980; Sclhmidt, 1980), Bizzi imposed constant

and inertial loads on head turning and limb pointing in response to visual

targets and found consistent over- or undershooting. However, when

the load was removed the correct position was attained. Bizzi concluded

that limb trajectories were controlled through the establishment of an

equilibrium point between the spring-lihte qualities of the alonist and
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antagonist muscles and that selection of the appropriate equilibrium point

was achieved by the central nervous system through specification of a given

level of alpha-motoneuron activity to both muscles. Tus, the control

signals of the central nervous system are in terms of the firing ratios

of alpha-motoneuron activity to the agonist-antagonist configuration.

The lumped nature of this multilevel model arises from the functioning

of the central nervous system at some intermediate level to specify the

equilibrium points. Therefore, at a particular level of the nervous system

one type of function is being carried out.

Abbs (1979) recently postulated a multilevel model of speech rvtor

control to explain speech motor equivalence and suggested that adaptive

modification of descending commands trirgered by feedback can take place

at different levels of the nervous system. The problem of speech motor

equivalence is further evidence of context-conditioned variability in a

system where many different functions (chewing, breathing, whistling, and

speech) are performed by the sane anatomical structures. lotor equivalence

in the vocal tract is observable in two conditions: individual articulatory

movements which do not covary with vocal tract goals in a constant

relationship; and, at a lower level, individual muscle contractions which

do not covary isonorphically with particulatory moverents. From these

circumstances and the observations of conpensatory adjustments to

unanticipated articulatory loading (Folkins & Abbs, 1975, 1976) Abbs

posited a three-level model with the primary output parameters being

overall vocal tract configurations. At lower levels, afferent feedback

is necessar-y for the compensatory adjustments needed to achieve the

vocal tract goal, both aerodynamically and acoustically. Level one of the

I

I!
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model specifies the overall vocal tract configuration corresponding to

the intended phonetic element. Level two determines the specific articula-

tory movements whose combination will achieve the first level specifications.

Level three specifies the involvement of the individual ruscles required

for the articulatory movements progra mmed at level two. Abbs's model

does not fit easily in the lumped class of models because compensatory

adjustments are made between elenents at a particular level and could be

construed as distributed (due to the interactive relationships). However,

if the adjustments are made at the next higher level where feedback from

the lower elements is combined, the control mode would te classified as

lumped. Since feedback pathways are poorly defined at this time, the

finding that elements of the articulatory movements do communicate for

compensatory adjustment would give this model a distributed classification.

We have described a particular type of lumped model which addresses

those intermediate mechanisms intervening between intention and action

which attempt to approximate the control language of the organism. At

this point, we wish to acknowledge the presence of other qualitatively

different models which are distinguishable by the defined boundaries of

the systems they consider. One type of model presents sutsystems which

encompass limited portions of the organism and are most c.)mmon in modelling

neurophysiological structure (Boylls, 1980; Ito, 1970). Although such

models would be included in the lumped category, their combined states may

represent distributed control. Still a different type represents the

entire organism as a lumped model. LaBerge (Note 1) recently offered a

model in which motor schemas represent the high-level organization of
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voluntary motor acts and control coordinative structures which operate

at a lower level to control muscles directly. These variations on the

multilevel, lumped model possess characteristics similar to those already

discussed in this section and more detailed reviews have been omitted

due to potential redundancies aend space limitations. The reader should

be aware of differences in the level of inqui-y these diverse models

represent.

There are a nu.ber of disadvantages to utilizinr a lumped model to

describe the entire motor control system. 'TaJor e-ong them is a lack of

plasticity and flexibility attainable when function is interactive at a

given level of control. The necessity of an executive controller or

'corm.nand neuron' (Davis, 1976, Rosenbaum. 1977) also contributes to the

inflexibility of the model. In zome cases, the luroed model may be a

simplification of a more corplex, is ributei rodel but the cost of

simplicity is the elimination of plasticity and flexibility. One factor

contributing to the use of luiped nodt-ls is the, as yet, poorly defined

neural circuitij of the system. when more is known about the interactions

and interconnections of the central and perioheral nervous systers, lumped

models will become less comrion.

Distributed M.c dels. Distributed models, as defined earlier, possess

a control mode which is diffused across several structures whch interact

within and between levels to arrive at an output. This type of control is

considered hierarchical since the direction of control remains top7-down

and may include feedback. Fipgure 3 ,xenrlifics a situation where hih-

level function is shared by or distributed across a number of structures or



collct*.is of neurons. :;otice that there i.s not orne 'cc-.-=8nd neuron'

or executor; the fLunction of iitiat'n;- ac-tion is ac~iieved 1-7 the

coo,-erative effort of any ihunber of neurcns c~r ztructu~en. Also note that

cor--u-tication is present within a levzel &b'~et-veen lerel's so ti.at control

influences may co:re fron a nunber o' :ources. It is obvio-us - hat a

s,,sten of this ltypec has the -.,otential to be extre.,ely co-.inex in ozeration

and ir. understanding;.

Insert o ~ut ere

Neurophysiologists wrere amron,- the firc-! to realize the distributed

nature of fun-tion in the nervous syst.em.. (D'-.Io, 197(); ::auta & Feirta-,,

-1979). A favored researrh techniciie in neuarorh'ysiolo,7,r was that of the

lesioring o- ablation of suecific neuiral areps, followed by the recording

and exanination of the results. --he anpilteda reasonirF, deduced that tile

lesiorned a-ea was asur.ed res-.e nsible for th-e disruiuted finction. As

function racuir., of' the brair -.ro -esed th~ ecuvlt of the f-indings

bec~ne aprarent arnd the interaction of ~ios lic2sy stens ard

structures hece~e the rule wheri te'.n t~o id-entify behavioral1 or

observable functioriinj:. Luria (1973) describe. the locealization in the

central n~ervous systen, as ". r-etwo.-. of ccar-ex dynamaic structures, of

Mosaics united in a co,r-;on task with successivf. and sirnu-ltanecus activity

ia rurber of arears reouired to achiievc nn '-rica uicticn" (p. 33).

Irvestigators ii; brain theo-.'ad artif.cial intellirence have chosen

to develop dittiiuted -odels lbecnupc of their ca;jacity to exhibit complex

behavior (A-ter, 194c,; Arloih), 19',," :7.5, 19PC:a; Kahne, Lefkowitz &

Rose. 1979; Pitts & >McCuloch, 1l-7). Arbib has devoted much effort

toward expandinf- "he notion of distriblited centrol. 1:e argues that the
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mechanisms of cooperative computation, rather than of executive control,

operate in the brain; offering a distributed structure of cooperating

systems.

One example of cooperative action is found in Pitts and McCulloch's

(1947) principle of the redundancy of com-and in which control passes to

the repion with the most important information. The model -.as developed to

illustrate functioning of the superior colliculus as a sonatotopically

organized network lacking an executive neuron. The model demonstrated the

plausibility of acticn arrived at by a population of neurons, none of which Pos-

sesses co=plete information about the envirorrent. Thus, in cooperative

computation, decision and plans are based on a 'consensus' of neuronal

systems. The interaction can be interpreted either as cooperative or

competitive, depending on the sutrmative value of the individual structures.

With this view, many controls systems are activated with either positive

or negative influence on achieving the roal and their individual success

is determined by their sunmation.

In the control of movement, Arbib (193Ca) posits the presence of

motor schemas and coordinated ccntrol pro,rais. For Arbib, ,:otor sche:-as

represent the 'mutable units' of control at various levels of refinement

and corres 'ond to muscle synergies as functional building: blocks of move-

ment, a very different usage than that tvnical of scherma (Bartlett, 193;

Schmidt, 1975, 1976). Arbib suggests that a motor scherna be thourht of

as a control system in itself, possessed with goals, controlling action

and monitoring feedback. The utility of Arbib's motor schemas, as before

with coordinative structures, lies in their ability to reduce the derrees

of freedom associated with movement. it is the precise corzination of

motor schemas which defines skilled rmvement and is achieved through a
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concept Arbib (193Ca) introduces as a coordinated control progren, the

purpose of which is to control the timing of -he coordinated activation of

a number of systezrs. '1hrough 'this ir.terwoven system of activation,

simultaneous actions and the smooth rhasing of motion i permitted. Thus

coordinated control programs 'orchestrate' motor scheras to perform

noverent. Lased on the equivalence noted in motor plans and acts (see

control classifications), Arbib (1975) suggests that there can be several

coordinated control programs for a particular movement, some are inherent

in the neural circultry and some mAy be acquired. The similarity between

function of Arbib's coordinated control prograr and the tuning systems

proposed by Easton (1973), T.rJvey (1971), and Greene (1972), is striking.

Arbib (1980a) posits two functions subseriring tuninin through

feedfor..ard control. First, feedforward in at anticipatory fashion

counteracts the effects of rotential. disturbances. Second, feedforward

may act as a stratery for 'ball parking' noverient by generating control

signals that elit'inate large discrepancies rapidly. Similar to Greene's

notions discussed earlier, evidence to support coordinated control progr ms

was cited from hoL.es (1939), who observed that when patients with

cerebellar rare moved the inpaired arn- to a target, their program, for

control of the traJectory seemed to be uni;:aired. However, the patients'

inability to decelerate on approaching the tarret inplicated dar-age to the

feedforward component of the control pro-ram.

The nechanisr-s zugested by Arbib (1972, 2980a, 1910b) to provide

input to these distributed control systems are neural maps. They are

viewed as control surfaces from which the snatial-temporal patterns for

3 movement may be derived. Neural Maps used as control surfaces differ from

I
I ,. .. . , > :

• . . . . .. .' .~ - . . . i]1"i . .. . . . . .. . . ... . .
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the common use of neural maps in the types of information they convey.

The latter type of map simply correlates the input items with positions

on a neural surface; knowing one will not necessarily identify any other.

The former type of map provides information about the topological

relationship one item shares with several others. Thus, inforration from

one item will provide relative infor-ation about other items, suggesting

a certain econory in storage and a basis for cooperative com.putation. It

is then plausible that a 'layered motor controller' exists in which position

of input on the control surface, determined by the 'center of gravity'

of an array of activation points, encodes the target to which musculature

will be directed. In this manner, each activation point contributes to

the target determination and responsibility for the course of movement is

distributed among these many points.

In a similar vein, systems and subsystems may combine cooperatively

or competitively to arrive at a desired goal. The spinal cord has been

viewed as one site for such interaction in its role as a ccmnlex mediator

between supraspinal influences and rovement (Berkinblit et al., 1978;

Gurfinkel et al., 1971; Gurfinkel & Paltsev, 1965; Shik et al., 19,3).

Some of the Russian investigators systematically examined the cotxtunication

and interactions of subsystems involved in preparing a complex, kinematic

chain such as the body for novement (i-elenkii, Gurfinkel & Paltsev, 1965;

Paltsev & Elner, 1967). Subjects were required to stand and make voluntary

arm movements, while chanres in electrical activity of various skeletal

muscles or of a spinal segment were monitored. Belenkii, Gurfinkel and

Paltsev (1967) reported anticipatory activation of some muscles of the lower

)izrbs and trunk involved in raintaining equilibrium, prior to the movement.
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Recordings indicated that neural activity preceding movement was elicited

not only from the alpha-motoneurons, but also from the interneurons of the stinal

segment (Gurfinkel et al.. 1971). Gurfinkel and Paltsev (1965) demonstrated

the presence of cross influences in the spinal cord. A knee jerk on one

side altered the state of th- segmentary structures of the opposite side

by evoking both patterns of facilitation and inhibition depending on the

tine course of the task.

It appears that supraspinal processes do not simply send direct

movement comRnds. The basic role of supraspinal influences is the

"appropriate rearrangempnt of the interaction orgmnization of the individual

subsystem at the spinal level"-(Gelfand et al., 1971, p. 336). Thus,

hiGh-level processes which prescribe the interactions of subsystems

are seen to implement feedforward and achieve tuning. It is the inter-

active and cooperative nature of these spinal processes that places them

in the distributed category.

There is further support for the efficacy of multilevel distributed

control in describing the human behaving system illustrated in a surnary

by Gurfinkel et al. (1971) which describes the findings of several investirators

concerning the system of interactions occurring at the spinal level. It

was found th-t a large number of descending fibers from the brain terminate

on interneurons of the interstitial zone, on the ventral and dorsal horns,

not on motoneurons, offering an intermediate level of control. !lost of

the synapses in the spinal cord are combinations of spinal neurons on one

another, with a smaller percentage formed from axons coming from the brain

and dorsal roots. Such synapses in combination may yield the control

surfaces Arbib (1900a, 1980b) and Pitts & 1cCuloch (1947) refer to. The

motoneurons of different muscle groupx nay interact to produce phenomena
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such as reciprocal facilitation and inhibition. Also, there exists at the

segmental level, a reflex system controlling the interaction of muscles

via the muscle receptors, an example being the crossed myotatic reflexes.

Mechanisms such as these latter two systems offer examples of communicating

subsystems, which when coupled with supraspinal input resemble the distributed

control exhibited in the computer-run factory example of distributed

processing. One point clearly reiterated is that for such subsysters to

achieve cooperative computation the noticn of 'horizontal' interaction of

neurons must be used (Gelfand et al., 1971). Horizontal interaction would

seem to provide communication within a level and is reminiscent of the type of

control provided by control surfaces depicted as neural maps.

Some corroborative evidence for 'horizontal interact'on' and cormand

by consensus was demonstrated by Davis (1976) in the central motor networks

of invertebrates. Davis's efforts were directed toward revising some of

the organizational concepts traditionally attributed to motor systers. It

was thought that the properties of a motor network directly reflected the

properties of single neurons within the network. Instead, Davis (1976)

concluded that network properties reflect the interaction of many cells,

each with a different property and has designated the results of this

interaction as energent properties. M:oreover, when this concept is applied

to command functions, control by a consensus of neurons is the result.

Davis posited control by consensus in opposition to the notion of single

command neurons which elicit complete behavioral acts. The distributed

nature of these concepts in the invertebrate nervous system provide

additional weight to this form of control. Davis proposed other organizational

concepts which have more bearing on heterarchical control and will be

included in that section.
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In the Previous section, lumped models were criticized for their

inability to respond to local perturbations. 'Tow may a distributed system

be an improvem.ent? If the processing or computation proceeds in a serial

fashion, then deletion of any one step would result in the system failing.

If there are a number of lumped systems operating in parallel but with no

communication (Figure 3), a system failure may be averted if there is

redundancy of command to the local area affected. But in systems operating

under cooperative computation (Arbib, 1975), the ability of the system to

compensate for subsystem deletions due to injury or errors may be possible.

.The ability to compensate would be a function of how failiar subsystems

are with each other. They must be able to communicate the necessary

inforuation for remaining subysteras to effectively assume the deleted

function (Figure 4). The system would fail only if the deleted step was

located late in the processing, so close to the actual output that it could

not be corpensated for or corrected by cooperating systems. A model

possessing these features would optimize its flexibility and explain those

errors that do occur.

The advantages proffered by models of distributed control are

convincing prononents. The flexibilit:', and plasticity of such models

have been repeatedly expressed herein and illuztrate the adaptability of

which distributed control is capable. The resistance to failure (failure,

in this case, of the entire system) adds reliability to the list of

advantages. Finally, multilevel models rav provide the basis for

explaining transfer of skill, where an abstract representation of a

sequence of action in the environment can be inplemented by entirely

different muscle rroups (Keele, 19PO).
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There are disadvantages to distributed control which may detract

from its optimality and yet add to its veridicality. When control is

centralized through a high-level controller with all information available,

better performance results relative to specific situations and purposes.

However, this achievement is at the cost of flexibility, reliability and

an extraordinary increase in responsibility of the single controller.

When control is decentralized, as in a multilevel, distributed model,

greater flexibility is achieved through interactinr systems, but there

is also potential for errors with each interaction, much like residual

noise in the system. Such noise would increase the variability of the

output a-d could explain the observation that human.s never perform a

task exactly the same way twice (Bartlett, 1'32; Bernstein, 1967;

Schridt, 1975).

Perhaps the greatest disadvantage to the concept of distributed

control is the difficulty one encounters in trying to study it. The

possible interactions and potential sources for input present the investigator

with a Gordian knot, difficult to unravel and difficult to retie.

Phenomenologically, convincing parallels have been identified between

the huran nervous system and this type of control. Thus, control

processes modeled as a multilevel, distributed system would seem worth the

effort of examination. Thenext class left to consider, heterarchies,

bears man;-i similar4 ties to the present model.

Heterarchical Control

The theoretical application of heterarchical control to motor

skill performance is a recent development (Davis, 1976; Turvey, 1977;

Turvey et al. (1978). Its formal staterrent has also spawned the development
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of additional control principles surh as coalitions (Turvey, 1977;

Turvey et al., 1978) and unique applications of the equation of constraints

(Fowler et al., 1978), as well as reemphasizing previously established

concepts such As affordances (Fitch & Turvey, 1978; Fowler & Turvey, 1978;

Gibson, 1977). The concept -f heterarchical control in the area of

artificial intelligence is used to indicate a condition in which A can

control B at one level and B may control A at another level (McCulloch,

1949). It can be seen that the direction of control in a heterarchy is not

immutable, as it is of hierarchies (Figure 4). Lower-level systems may

control or domina+e high-level systen3, and cormunicatio- between systems

is present, although indirect in some cases (E has knowledge of F through B).

L Insert FiL-re it about here

Turvey et al. (1978) distingunished heterarchies from the hierarchies

defined earlier in this ch~pter. First, the relation between any two

systerzs is that of free dominance. In other words, the flow of information

between the two is reciprocal. A second feature of heterarchies is that

of functional pluripotentialism, which maintains that a portion of the

syster is not restricted to any one function and can perform, a number of

functions as the environrent demands. This feature is in opposition to the

strict, unitary roles Turvey et al. (1978) ascribed to hierarchies. A

result of this quality is executive ma.nagement through cooperative

functloning of several systems. The -ombination of features attributed to

a heterarchy also contributes to the decentralization of control, an

overwhelming theme in the literature concerned with this model and the

previous one.

In a heterarchy, the presence of loops creates a state of circular

transitivity of dominance. In essenc , the system is closed-loop in
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nature and as such is sensitive to perturbations in the environment. If

the heterarchy is limited such that control can only be exerted on adjacent

systems (Figure 5) a 'province of ignorance' (Turvey et al., 1978) is

created which purportedly optimizes control by preserving a homogeneous

distribution of pluripotentiality. Therefore, no system is more central

than any other, which denotes relative autonomy among the systems. Turvey

et al. (1978) posit that this circular transitivity and the accompanying

autonomy of systems contribute to the solution of the c ntext-conditioned

variability problem by decreasing the unequal spread of pluripotentialism.

Some of the organizational concepts posited by Davis (1976) to

describe the central rotor network of invertebrates incorporate some of

the concepts Turvey et al. (1978) ascribe to heterarchies. Davis

describes four classes of nerve cells to comprise the neuronal networks of

motor control: the con.nand, oscillator, coordinating and motor neurons.

In the past the functional roles of different neurons were considered

mutually exclusive or compartmentalized. However, it can be shown that

individual neurons may perform more than one functional role; for example,

a corr-and neuron may act as an oscillator. Thus, some evidence is found for

'functional pluripotentialis.' as Turvey et al. (1978) have termed it.

Davis refers to this aspect of neurons as distributed function, which

differs from the way the term has been used in this chapter. The direction

of control is not immutable in Davis's revised organizational principles.

In opposition to the strict notion of unidirectional, hierarchical networks,

the concept of reciprocity is posited in which extensive reciprocal inter-

action between different classes of neurons exist, thereby displaying a

heterarchical type of control.

The problems of context-conditioned variability and degrees of

freedom are the major targets for explanation by those advocates subsumed
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conclusion is reached that the motor apparatus cannot be regulated solely

by efferent impulses generated at a high level. The approach favored by

Turvey et al. (1978) to address these problems is that of coordinative

structures. This collective of biokinematic variables is defined as a

"group of muscles, often spanning several Joints, that is constrained

to act as a unit" (p. 563). Turvey joins conpany with several theortists

(Bernstein, 1967; Easton, 1972; Fowler & Turvey, 1978; Kelso et al., 1979)

in the use of coordinative structures to se-rve as the vocabulary of rotor

control. The tuning function present in other accounts, takes place in

two prescriptive dimensions (Boylls, 1975). The structural prescription

is the ratio of activity in the ruscles of the coordinative structure or

its 'dynar.ic toporaphy.' The metrical prescri7 tion acts as a scalar

quantity to govern qualities like speed. The specification of these two

quantities is what constitutes tuninq. it ±s sug.t.ested that the cues

responsible for tuning coordinative structures oririnate primarily in the

environ-.ent and are tapped through perceptual sources. The appeal of

coordinative structures for incoinoration in a heterarchvy, as they have

already been incorporated in hierarchies, is the prospect that they

perform as a relatively autonomous unit at any level of complexity

(Turvey, 1977) and serve to constrain the degrees of freedom.

There is no consensus in the literature for the classification

used by Turvey. Arbib (1975) doer not limit a hierarc!hy to syste-- with

fixed roles but arriv:s at conclusions similar to those of Turvey et al.

(1978) regarding cooperative ranarement. 7:owever, it should be pointed out

that a hierarchy with feedback loops (Abbs, 1979; Iraston, 197f) would,

accordinr to Turvpy. be desifnated a heterarc.-. The role of feedback in
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a controlled system is in question here. Feedback in a simple system

constitutes information corresponding to the success of the system in

achieving its goal as specified by the system's reference signal (Toates,

1975). Superficially, one night be tempted to list its purpose as the

elimination of error from the system. in actuality, the purpose of

feedback is to generate error; error being defined as that information

conveying the difference between the reference signal and the output of

the system. Thus, the only influence feedback exerts in a control sense

is relative to the higher command of the reference signal. Whether the

distinction is important enough to warrant a separate classification for

heterarchies is debatable. The problem is largely one of semantics and the

need for a more universal taxonor7.

Although, theoreticallv, the model is weighty and controversial,

at this point is is empirically weak, having little concrete experimental

support or detraction. Consequently, distinctions and conclusions

expressed do not seem to hAve advanced the body of knowled.e far. Eowever,

the theory is at an early stage of developr..ent where eefinitions and

classifications are still beinR onerationalized. Some major points are

similar to concepts forwarded by previous theories and have been

incorporated into a new framework. The statement of a theory of action

based on heterarchical control has generated much thought and controversy

in the area of motor control. It illustrates the trend toward broader

approa-hes to theorizing and the incorporation of ecological concerns.

COINCLUDING R:ARKS AD PROSPECTS

Within the past decade the role of the central nervous system in

motor control has been studied in relation to acts rcanging from simple

reflexes to complex, voluntarj movements. The data base for the motor
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control area has expanded as procedures, paradignms and theories have

develored and proliferated. The present report is an attempt to provide

a conceptual framework for documenting the various types of control models

I which have been used to account for motor control. Some of the benefits

to be derived from viewing motor control theories in this framework were

outlined and a classification scheme was presented to discriminate between

models based on their different forms of control. Through a systematic

review and categorization those properties, either inherent or emergent,

I which may enhance or detract from each model's explanatory power were

distinguished.

It was observed in rany cases that the choice of model type was

restricted by current experimental technique; that is, technoloc has not

I advanced far enough to provide complete and exact answers to questions

concerning control path,.ays. This restriction has contributed to the

presence of two undesirable conditions. in this review, nodels, vrinarlly

because of their inprecise formulations, may have been placed in categories

which seem inappropriate. Accordingly, a progress is rade, control theories

I should evolve toward veridical presentations. ?oreover, these restrictions

have often forced investigators to develop aialogical and metaphorical

argu.ents in lieu of strong empirical data. Analogies and metaphors

provide an excellent means of comnunicatinr, eand illustrating concepts.

However, they are a weak form of explanation and should not be used to

document or corroborate theoretical prenises.

Throuihout this review there have been a nunber of recurring ideas

which illustrate a consensus for the necessity of certain control conventions.

3 Mechanisms serving the same functions and fulfilling similar purposes

appear repe.tcdly under 'ifferent lobels. "Pe first consists of a low

level collective of movement patterns proposed to constrain the degrees

I.
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of freedom. Thus, in all nultilevel .-.odels, units of movenent are

postulated: coordinative rtructures, spinal autoratisms and ,enerators,

synerges, and so forth which act to ease the burden of computation on

higpher levels. Conjointly, a tuning nechanism is commonly postulated to

piece and organize these low-level collectives into whole, coordinated

movements. Certainly, future investigations should and will be aimed at

discovering and defining the sites of control for these mechanisrs.

Further, it appears from the preceding discussion that there is a

trend toward delegating greater control responsibility to progressively

lower levels. Consequently, single-level, lumped models of movement control

have less explanatory power when dealing with complex behaviors in a

dynamic environment. Moreover, recent neurophysiological findings

(Davis, 1976, Gurfinkel et al., 1971), describinF the organizational complexity

of the nervous system (e.g., sirr.al input and interact ions occurring at

different levels), render this model implausible.

IMotor pro rrarming views, repres mt d here as single-level, lumped

control, have contributed much to the knowledge of response preparation.

Reaction time methodoloK, is certainly a powerful tool for examining

preparation processes, but seems to lach the resoluticn to definitively

address those probles of control discussed here. The meanirfulness

which can be attributed to those processing stages represented by

variations in reaction tires is suspect in a multilevel system, particularly

in the case of motor equivalence. There are several classes of equi-

vocalities in which the relation of functioning and inervation of a

muscle may produce idential moveents, while in the sane vein, identical

descending comands produce different effects on the semental notoneurons

depending on their state at the time (Aizerman & Andrejeva, 1968;

Turvey et al., 1978). This ty-pe of interaction and equivalence forces
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duration parameters in response prograrine, analyses. The implication is

that it may be desirable for motor control investiCators to move toward

experimental situations which integrate kinematics end electrophysiolorical

measures.

A system as complex as the hunan nervous systen should be analyzed

and conceptualized at different qualitative levels. Marr and Poggio

(1977) specified four important levels of understanding related to the

object of scientific inquir,, equated here with the human motor control

system. At the first level, investigation centers around th. basic

elements and components comcprsinu the rotor control system - neurons,

muscle fibers, motor units, etc. The second level is that of the mechanisms,

combinations and composites of the basic cor.ronents which act to perform

6pecific functions. 'xaLmples would include sensory traznsducers, reflexes,

and synergies. At the third level is the algorith.i, describInC the

interaction and coordination of mechanisris. Eensoriz..otor intetgration, some

schemata notions, er,d cerebellar And cortical control of novc-.ent would

all be representative of this level of inquiry'. Finally, the 1-st level is

that of theory, the set of princlpleu which govern the interactions of a

collection of algorithms. There are logical and causal relations arnng

the levels and the four levels cf description will have their place in the

eventual understanding of itor behavior. Kiowever, the importaant point is

that the four levels of description are only loosely related (,!arr &

Nishihara. I97 ) and have most often been studied independently.

Individual disciplines often pursue reseArch confined to one level

with little consideration for other levels. Appreciation for the complexity,

and we believe understandin , requires attention to the log-ical and causal

relations between levels. Arbib (1972) recommends that "...o scientist
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who works on any one level needs occasional forays both downward to find

mechanisms for the functions studied, and upward to understand what role

the st',died function can play in the overall scheme of things" (p. 10).

In the motor control literature, information available at a particular

level can support the findings of another, while generating further research

at either level.

To successfully accomplinh the interaction between levels of inquir;

and disciplines, individuals will require a broader background in a number

of areas. A functional understanding of key concepts from a number of

disciplines studying the biological and behavioral determinants of

movement is necessarj. As illustrated in this review, behavioral models

have changed in accordance with discoveries in supporting disciplines, and

students of motor control and skill performance should be prepared to

take advantage cf progress in each related discipline.
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FIGLUE CAPTIONS5

Figure 1. Figure 1 presents the hypothetical flow of control

information in a hierarchical, sinple-level luzped model. In this figure,

the element of the modAl designated as "Information Processing" represents

the resultant, non-motor perceptual and decision processes which occur

prior to formulation of the intention. Intention leads to the detailed

computation and specification of the parameters of the movem.int by a

rosponse generator (element A) which is then transmitted to the effectors

(element B) leading to output, where A and B represent functional units in

a control system. Feedback loops are not represented here as control

pathways since the value of their information is dependent on the reference

signal or intention.

Figure 2. Figure 2 represents the hypothetical flow of control

information in a hierarchical, multilevel, lumped model. The abstractly

formed intention is initiated by element A and transr-itted to a number

of parallel subsystems (element B) which in turn control other subsystems

(elements C) with increasing specificity, until movement is achieved.

Figure 3. Figure 3 represents the hypothetical flow of control

information in a hierarchical, multilevel, distributed model. In such a

model, executive function is distributed across a number of structures.

It is the interaction or combination of these structures that contribute

to the control signal and ultimately the movement.

Figure 4. Figure 4 represents the hypothetical flow of control

information in a heterarchy. Intention in a heterarchy can be carried

out in a variety of ways, A controlling B, etc. However, a heterarchy possesses

the additional flexibility of altering the direction of control such that B

may also control A. Thus, the presence of loops creates the state of

circular transitivity of dominance.
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ABSTRACT

r-ent practical and theoretical concerns about hum, ans' processin,

of and responses to machine-penerated information provide the rationale

for this research. Clearly, maximizing the user's efficiency in

processing information Is of.high priority in all practical fields,

althoug:h it seems especially so in a military context. This research

employs an informnation processing, approach in order to better define the

operator's motor response prograLuning characteristics in relation to other

nonnotoric processes. By utilizing both movement precuing and additive

factor techniques, manipulations in pre-r'ovement knowledge of the upcomingv

action's direction and extent can reveal (via reaction times) a goad deal

about the order in which these two para reters are prorran-.ed and the

extent to which their programmning can be considered serial (one being

accomplinhed prior to the other) or parallel (with temiporal overlap).

Further, levels of precued information are combined with translational

manipulations in order to particularly address an issue critical in motor

prolra:rning: whether a nonmotoric decision, stimulus-response translation, can

tie i,].je! .: a confounding elerent of earlier conceptualizations of

motor program construction.

In order to resolve this issue it was deemed necessary to show that

1) stimulus-response translations are localized in a response determination

stage (Theios, 1975) rather than the response selection stage and 2) when

a translation Is required earlier results (Rosentaum, in press) would be

supported, but when a translation was unnecessary a different pattern of

results would emerge. In Experiment 1, inspection of the data revealed

that the main expcrimental variables were differentially affected by practice,
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and it was concluded that the obtained results failed to accurately reflect

the true relationships of these variables. Experiment 2 eliminated this

differential practice effect and the outcome of both reaction time and

determination tire data analysis supported the independence of the response

determination stage.

The fact that the differential prograrning effect was found only when

a translation was required, and that it was localized in determination time

rather than selection time, was seen as a definite indication that earlier

accounts of motor pro :rarming had inadvertently, but ominously, included in

the response programming stage a nonmrotor process. Further discussions

focused on the Internal operating cheracteristics of response determination

nd response selection, along with their possible interactive relationships.

-I-- -



66

INTRODUCTION

Incre singly, advances in computer and other electronic technologies

are changing the relationship of the operator and the machine. Rather

than remaining a simple controller of the machine, an operator's roles

now involve the monitoring, processing, decision making and responding to

n chine-generated information. The import of an understanding of the

means by which the operator utilizes and responds to such information is

obvious. More rapid and more accurate perfornance is desirable in

practically every situation in which the operator and machine interact.

In many instances, in fact, and particularly in the military, the operator's

effiriency in processing infonnation and responding may be of life-saving

utility. The judicious selection of suitable personnel and the training

of them for tasks requiring rapid and accurate response to electronic

information can only be aided by improved cognizance of the exact processes

being undertaken by the operator. Furthermore, and of clear relevance in

experimentation such as this, improved knowledge of the operator's

processing charact;eristics can and should lead to the development of more

appropriate infornational instruments.

At a more specific level, this research is important for a number of

reasons. It is now uncontestably held that complex motor sequences can

be effected in the absence of peripheral feedback (Kelso, 1977; Sperry;

1969; Taub & Berman, 1968;Teuber, 197). This position contends that

motor acts are controlled by a central, rather than peripheral source,

and for the purposes of the present investigation the mechanism of control

vill be called a motor program (MP). An alternative to deafferentation

studies (where peripheral information is either permanently or temporarily
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removed) in the indexing of central processing and motoric preparation

has been to use reaction time. Assuning that a MP is prograrned before

movement begins, the time to prepare it should reflect the complexity

of the upcoming act (Henry & Rogers, 1960). The development of the

research examining motor prograrrning no longer focuses solely on verifying

the existence of MP's, instead it is more concerned with illuminating the

composition, structure, and operating characteristics of the MP. In

other words, it is felt researchers should begin to try to better under-

stand the elements that make up the 14P. As a result, the current research

emphasis focuses on the planning and organization processes that precede

movement initiation, and such a framework has been aptly termed response

progra-ming. Furthermore, from a human Information processing (HIP)

point of view these planning activities are said to occur within a

processing stage termed response selection (Kerr, 1978). Although

prograrmming is usually thought to be confined to the response selection

stage, the contention here is that a number of published studies have

actually confounded response selection with a second processing stage:

response determination (Teichner & Frebs, 1974; Theios, 1975). Within

the HIP framework, and relying upon the additive factors method (Sternberg,

1969; Taylor, 1976), two experiments were conducted to provide empirical

support for such an assertion.
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REVIEW OF LITERATURE

It is well known that the voluntary initiation of motor action

involves efferent discharges from the motor cortex to spinal moto-

neurons and muscles (Eccles, 1977). Open loop theorists have main-

tained that these efferent commands convey specific information about

which muscles contract, along with the order, force, and duration of

contraction. In other words, this central inncrvation contains all

the specifications for coordinated action. Throughout the 20th

century the mechanism for open loop control has been referred to as

a victorola record (Hunter, 1930), a score (Weiss, 1950), a memory

drum (Henry & Rogers, 1960), and a motor program (Keele, 1968). The

vntor program concept has been the most enduring, and has been

defined as a set of muscle cor.ands, structured before a

movement begins, that allows the entire sequence to be carried

out uninfluenced by peripheral feedback (Keele, 1968). Although such

a definition has been recently criticized as being too restrictive

in its account of rotor control and coordination (Easton, 1978; Fitch &

Turvey, 1978; Kugler, Kelso & Turvey, 1980; Schmidt, 1975), it

is nevertheless a useful one for the present purposes. This defini-

tion implies that a preparation or planning process is an important

precursor to overt action, and accounts, in part, for why the operation-

al characteristics of the planning process have become a prominent
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research concern.

Although the behavioral study of the structure of the M4P has

taken on many forms, a conon format for these Investigations is the

use of both rapid ballistic motor acts and as the principle depundont

measure reaction time (RT). Ballistic riovements are deemed most

appropriate because progranimed control must be studied under condi-

tions where sensory feedback can be ruled out as a regulator of

perfoniance. Since feedback processing delays are well doctmented

(Chernikoff & Taylor, 1952; Henr- & Uarrison, 1961; Keele & Posner,
1968; Pew, 1966), it is argued that rapid movements must be pre-platmed

.nd uuder MP control. RT is a popular dependent measure because it

is thought to directly reflect the org.nzattonal structure under-

lying rcsponse prograring. The liasic experimental attack has been to

vary the nature of the response to be inmade and observe how this in-

fluences the length of the RT delay. The observed relationships

between RT and response parameters are then used to deduce the pro-

perties of the programming process, and ultimately the MP itself.

StruCtUr(. and Contents of MotorProgras

Two problems are basic to an understanding of the control of

complex, temporally structured motor acts. The first problem concerns

the serial order (sequencing) of actions an3 the second problem con-

cerns the timing or temporal constraints under which the sequencing

of action proceeds. Since both sequencing and timing have been

I
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recognized as necessicy components of the MP (IHuggins, 1978; Keele,

1975; Keele & Summers, 1976; Lashley, 1951; Summers, 1975, 1977;

Vorberg & Hambuch, 1978; Wing, 1973), the following discussion focuses

on their individual and interactive roles in the programming of motor

act ions.

Seijuencing_of action. How is the sequencing of successive motor

responses accomplished? How are tliese responses linked in the

memorial structure of the MP? K. Ie (195) reasoned that the sequenc-

ing of action in the XP was based on either vvent-to-event associations

or event-to-position associations. The ferr-er instance simply reans

that successive responses are associated with each other, such that

the termination of one response is the signal for the next one to

begin (similar to Jlmes' response chaining hypothesis). The latter

instance, on the other hand, maintains that associations are indepen-

dent of any contiguity among responses, but are instead derived on

the basis of an event's particular position in the response sequence.

To contrast these two positions, Keele (1975) selected a key-

board task in which the eight fingers were paired with eight stimulus

lights, The basic task was to depress a RT key under the finger when

its corresponding light was illuminated. In an initial training

phase, subjects practiced an Invariant response sequence (e.g. 1 8 3 4

7 5 6 2) until they could respond rapidly and accurately. In the

subsequent experimental phase, one response light deviated from the

learned pattern; it was cued out of sequence. The issue was how well
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one could respond to the first event back In sequence, and this first

re'ponse back in sequence had either an event or position relationship

with the out of sequence response. More specifically, if successive

responses are based on a position association, response time to the

first event back in sequence should be faster when this response is

the normally occurring event in that position of the sequence. For.

example, given the previous sequence, inserting 6 after 4 constitutes

an out of sequence event. The test for posit ion associations would

have 5 as the first event back in the sequn(nce, since it would be

occurring in its learned position. Alternatively, if the ,emory

structure is based on event associatiens, respons, time shotuld be

faster when the first response back in sequence is the one that alwakys

follows the out of order event. Returning to our example, 2 would be

the first back in sequence event since it always follows 6.

One additional variable included In the experiment wis the inter-

val between a response and the subsequent stiinulus light: The

response-stimulus interval (RSI) was either 50 msec or 1500 msec.

Keele (1975) reasoned that the shorter RSI might better discriminate

between the two alternatives because the optimal association should

prevail when time constraints were imposed, whereas, the longer RSI

might allow both types of associations to be used effectively.

The results of this experiment revealed that event associations

were more effective in reducing RT to the first back in sequence

response when the 50 msec RSI was involved. No differences, however,
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were apparent for the longer 1500 msec RSI. Keele (1975) interpreted

these findings to mean that the basic memory structure for motor

program representation consisted of event-to-event associations.

Such a conclusion seems to be reasonable when the only relation-

ship among responses is one of linear position. Yet, one can inquire

whether such associations would dominate if the successive responses

are given an underlying structure. This latter inquiry is perhaps

more interesting since it concerns the issue of higher order cognitive

categories and their role in the memorial representation of the 2.

Restle and Burnside (1972) reported a series of experiments that

do indeed suggest that a binding organizational format affects the

partc :ular memorial structure adopted. Using an experimental task

.;imilar to Keele (1975), but using six possible responses instead of

eight, subjects wcre required to execute button presses coincident

with light onset. Subjects were required to predict the onset of the

l"go" signal so that their response and the signal were simultaneous.

A further difference was the arrangement of finger responses in the

sequence to be executed. Each sequence contained 16 individual events

and these events were linked according to one of four subpatterns.

These patterns were either 1) runs (e.g. 1234), 2) reverse runs (4321),

3) repititions (2222), or trills (1212).

Restle and Burnside (1972) were not interested in RT, but rather

response errors. Specifically, they wanted to know if errors would

be more frequent at transition points in the sequence. These

L-L
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transition points were defined as a change from one organizational

pattern to another. For example, the last response in a run and the

first response in a trill would qualify as a transition point. One

pattern of 16 responses used was 1 2 3 4 6 6 6 6 6 2 3 2 3 5 4 3.

The data showed that higher than average error rates occurred at the

last 6 in the repitition, with 2 being the most common error; and the

,end of the run, with the insertion of a 5 being the most coimnon error.

These results clearly deronstrated that the frequency of errors was

directly related to the junction points betwen sub-patterns in that

errors tended to occur at the beginning and the end of a pattern.

Thus, it appeared as if s;ubjects were using a conitive rule to

mediate performance and each pattern had its own rule. It should be

pointed out that such rules support an event-to-position interpreta-

tion and agree with Lashley's (1951) assertion that the structural

pattern underlying a series of responses influences performance to a

greater degree than event associations.

Considering the Keele (1975) and the Restle and Burnside (1972)

data together two conclusions about the mem.ory structure of the MP

can be made. First, the MP represcntition for unpatterned sequences

consists of event-to-event associations. Second, when higher otder

rules underlie these successive responsci. they appear to dominate and

override the contiguity of sequential associations.

Rabbitt (1966), Rabbitt and Vyas (1970), and Rabbitt, Vyas, and

Fearnley (1975) also investigated the response programing of serial
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events, but their research efforts had a somewhat different focus.

They were interested in how the prograri-ng characteristics of con-

tigous responses influenced each other. Variables manipulated in

these studies included the programming of intra- and inter-limb

Sesponses, repitition and alteration responses, and the complexity

of successive responses.

Rabbitt (1966) required subjects to react to four different

signals by movements of the hands and feet; one signal was paired to

each limb. The experimental manipulations were iepitition versus

alte ration responses crossed with intra- and inter-lirb programming.

Rthbitt toported that RT's of repeated responses within the same

limb were faster than RT's of altetnating responses between limbs.

More Interesting res;ults, however, were obtained when only inter-limb

combinations were examined. Contra-lateral responses of the same

kind (e.g. right hand folle'ed left hand) were faster than contra-

lateial. responses of e different kind (e.g. right hand follows left

leg). Finally, the slowest and most error prone transitions were

responses made by ipsilateral limbs of a different kind (e.g. left

foot follows left hand). From these results, it was concluded that

serial progra'ming time was dependent upon both the type of limbs

and the laterality of limbs involved.

In a later study, Rabbitt and Vyas (1970) examined these gen-

eralizations when the selection of appropriate responses was Just

among the fingers of both hands. Unlike the ipsilateral transitions
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in the earlier study, a response made with any finger was faster

when it followed a response by a different finger on the same hand,

than if it followed a response by another finger on the opposite

hand. In this instance, ipsilateral transitions appeared to be

facilitating. The combination of responses that resulted in the

fastest RT's also differed from the previously reported data. Here

the fastest responses occurred when a response made with one finger

on one hand followed another response made with the uymmetrical

finger on the opposite hand (e.g. right middle finger followed the

left middle finger).

Rabbitt, Vyas, and Fearnley (1975) subsequently investigated how

,manual finger responses were organized into coordinated sequences of

action. Rabbilt et al. reasoned that individual responses would be

cumbersome to program and thought a more reasonable alternative was

that a series of movements were programmed as a group. The question

of interest, therefore, was whether the inclusion of the same response

component in successive movements would lead to greater ease in

programming. In an initial experiment three responses were possible;

left fore-finger, right fore-finger, and both together. In the latter

instance, both finger responses were made simultaneously, and any

situation that involved more than one finger in an independent

response was called a chord. Subjects experienced eight series of

150 responses and the RSI interval was 200 msec. The RT data was

separated according to the six possible categories of transitions
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between responses. Analysis of the results revealed a complexity

effect in that single finger responses were faster than the two

finger chord responses. Further analyses showed that one finger

repititions were faster than one finger alterations, one finger

alterations were faster than cases in which one finger responses

followed Lwo finger chords, and chord repititions were faster than if

they followed one finger responses. Such results clearly pointed

out that a co:umon component in successive responses actually inhibited

RT. Consequently, Rabbitt et al. (1975) concluded that overall

re;ponse organization, and not the inclusion or exclusion of certain

sub-patterins, was responsible for the present data. The inportant

property that scered to create these findings in this serial program-

miug task was response complexity.

To evaluate this assumption in more detail a subsequent experi-

Ment umanipulated complexity by increasing the size of the finger

chords. Four different fingers were used (the fore and second finger

on each hand), resulting In 15 possible responses: there were four

possible one finger responses, six possible two finger chords, four

possible three finger chords, and one possible four finger chord.

The main effect of complexity revealed the anticipated RT increase as

a function of the number of responses, except for the four chord

combination. In this instance, RT approximated two chord combinations.

The data were also analyzed with respect to the complexity between

transitions. RT's for responses of differing complexity were
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examined on tile basis of the preceding responses complexity. In

general, this analysis revealed that the more complex a response, the

more sensitive it was to the complexity of the prior response;

thereby substantiating the earlier experiment. Furthermore, the

complexity of transitions seemed to be defined by the complexity of

choices between the two hands. Other comparisons indicated that

successive diffcrLvnt responses within a hand were faster than differ-

ent responses betw cn haiuds. It was also easier to respond with one

hand after having just used the other, than to respond with one hand

after having just used both together. Finally, responding with both

!h.inds was more rapid if the preceding response involved a different

move..ent uring both hands, than if the prior movement involved only

one hand.

In general, Rabbltt and his associates have demonstrated that

iesponse complexity has a systematic effect on the structure of

sequential responses. Thus, any account of serial patterning must

accoint for the nature of the successive choices between hands, the

nature of the choices between fingers, and the number of tingers used

in contiguous chords.

Temjporalrgulation of ,action. In addition to sequencing, a

second component of motor program structure necessary for movement

execution Is timing. Motor actions not only require parameterization

of sequential components, but these components must also be initial-

ized within some time frame.
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A series of experiments reported by Restle (1972) demonstrated

rather convincingly the important role that temporal organization

commands in response programming. The basic characteristics of

Restle's (1972) experiments were similar to those described earlier

(see Restle & Burnside, 1972). A keyboard task was used in which six

finger movements were possible. Subjects were required to learn and

execute 20 different response sequences, each containing 16 responses.

All sequences were composed of the four sub-patterns previously

defined; run, reverse run, trill, and repitition. The temporal

structure of a serial pattern was manipulated by varying the RSI

betw'en successive responses.

Each sequence was constructed such that major and minor transi-

tions (as defined by Restle) could be Identified. The primary

expet irental variation (termed phrasing) concerned the RSI length at

these different sub-divisions. "Good" phrasing was defined as the

plac.:nent of relatively long pauses (RSI's) between super-ordinate

divisions in the sequence and shorter pauses between sub-ordinate

divisions. Conversely, "bad" phrasing uas defined as the placement

of relatively short intervals at the super-ordinate junctures and

longer intervals at sub-ordinate junctures. As an example, consider

the following sequence: 1 2 1 2 2 3 2 3 6 5 6 5 5 4 5 4. According

to Restle, the most important division separates the sequence in

half (e.g. between the 3 and 6). Each half in turn contains several

less important divisions which are alterations (1212 and 6565),

A - . - - - - -
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runs (12) and, reverse runs (32, 65, and 54).

Restle and Brown (1970 a,b) had previously reported that errors

in serial patterning most often occurred at the prominent divisions

in the sequence. Furthermore, "good" phrasing resulted in more

accurate performance. Restle (1972) was interested in a more in-

depth explanation and offered two plausible hypotheses. First,

phrasing may function as a parenthesis, identifying the boundaries

among relevant sub-patterns that can be subsequently used to organize

the sequence structure. Second, the major divisions occur at junc-

tures in the sequence where uncertainty and information load Is

high, so that the extended pauses might allow more time for infoima-

tion processing. In the forner, the relative spacing between

responses would be most Important, and in the latter, absolute time

would be most important.

In Expertment 1, the intervals between "go" signals were phrased

well, not at all, or badly, and were either short (averaging 300 msec)

or long (averaging 800 msec). Borrowing from musical definitions, the

short intervals had an allegro rhythm and the long intervals had an

adagio rhythm. Therefore, good phrasing at an allegro rate gave

subjects 600 msec or 400 msec at critical junctures and 200 msec or

300 msec at all others, whereas, adagio presentation with no phrasing

gave subjects 800 msec at all divisions. These were the principal

conditions testing the experimental hypothesis. Even though the

allegro rate gave less time at each junction, it resulted in better
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performance than the adagio rate. On this basis, Restle (1972)

concluded that good phrasing provided a temporal parenthesis which

identifies the various sub-units within the serial pattern, and

thereby facilitates performance.

A subsequent experiment examined the effect of presentation rate

further by replacing the adagio rate with a presto tempo rate, which

is much faster than either allegro or adagio. In addition, the pre-

vious experiment gave some indication that bad phrasing had a detri-

mental effect on performance, and this issue %-:as also pursued by

dividing the serial pattern into segrents that conflicted with the

inherent structure of the sequence. ror the most part, Experiments 1

.and 2 yielded similar results and conclusions. Compared to a no

phrasing condition, both the presto and allegro rates facilitated

performance and partitioning the sequence into inappropriate groupings

proved to be quite detrimental. Collectively, then, these data

strongly suggest that phrasing and rhythm (timing) are important

determinants in the performance of motor tasks. In fact, temporal

structure has been shown to be a critical and necessary component in

motor skills ranging from the playing of musical instruments (Shaffer,

1980) to the intelligibility of speech (luggins, 1978; Klatt, 1975).

For example, the poor Intelligibility in the speech of deaf individ-

uals has been attributed, at least in part, to inappropriate phrasing

(pauses often too long or too short) and lack of contrast between the

durations of stressed and unstressed syllables (luggins, 1978).

L1



Although the present discussion argues for the importance of

ti'iing in response programming, a question left unanswered concerns

the exact relationship between serial order and temporal structure.

More specifically, are the sequencing of action and the timing of

action separate, independently programmable features of tLhe MP?

During the response programming process are serial ordering and

timing performed by mutually exclusive mechanisms? Is timing an

integral part of the MP representation?

Preliminary support for the coupling of these two factors came

from Glencross (1973), who observed that hand crinking at a variety of

overall speeds failed to a]ter the relative timing of different move-

ment components. This study is only suggestive, however, since

subjects were not required to change the timing pattern of the compon-

ent movements. A more convincing argument would have been possible

had subjects been instructed to do so, and it was found that they

were unable to perform effectively under the new temporal constraints.

Recognizing such a limitation, Sunmrers (1975) required subjects

to learn one constant sequence of 10 finger responses in which the

RSI between successive movements followed a specified pattern. Two

such repeating rhythmic patterns were used: 1) 500-100-500 msec and

2) 100-100-500 msec. Control conditions included a constant 300 msec

RSI and one with randomly chosen RSI's (100, 300, or 500 msec). After

a training phase where visual signals cued each response, two experi-

mental phases were introduced. First, subjects were required to

S~ -___________!
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repeat the sequence from memory, keeping the same RSI pattern learned

in the training phase. During this period, the rhythmic groups demon-

strated that they were able to maintain the general temporal structure

rather accurately. Second,subjects were instructed to disregard the

learned temporal structure and execute the entire response sequence as

quickly as possible. This latter phase was the experimental test of

whether timing was an inherent part of the MP since a previously

learned serial pattern had to be performed using a new underlying

pattern. All four groups were able to increase the overall speed of

responding (the entire sequence was co.- ? vted in less time), but

the 5-1-I group ind the 5-5-1 group still showed the influence of the

previous timing cou:traints. Sui-ners (1975) concluded that overall

,ovm,.nt speed may be an independently prograimable parameter, but

that the relative timing of events within a sequence was an insepar-

able characteristic of 12 representation, especially in skills

involving rhyth:iic timing structures.

In a follow up study, Sumners (1977) introduced out of sequence

events similar to the technique used by Restle and Burnside (1972).

Two groups were included in this experiment. A timing group, which had

a constant 300 msec RSI, and a no timing control group, which received

i randomly chosen RSI's (100, 300, or 500 msec). Summers hypothesized

that if the M?? Itself contains no Information about temporal structure,

error rates to the out-of-order events in both groups should be

j equivalent. Analysis of the data, however, revealed just the opposite

I!
!
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pattern. Errors to the unexpected changes in event order were larger

in the timing group, providing further support for integration of

timing and serial order into MP structure and representation.

Wing (1973) has also reported data, using a morse key tapping task,

that he interpreted as evidence for the coupling between serial order

and temporal organization. In addition, luggins (1978) presented

similar findings for the syllable duration of spoken words. Huggins

noted that a change in syjlable duration influenced all segments in

the syllable, either all segments were lngthcncd or all shortened, but

no change in the relative timing relationships bvt%'.en segments ocurred.

In concluding this section, it is readily apparent that the

empirical evidence suggests that the functional integrity of two

parameters in .P representation must be recognized. Although serial

order is most likely the basis of motor responding, it is sensitive to

the influence of higher order, cognitive organizational rules, of which

timing is one. Mihen invoked, both serial order rules or temporal rules

have a very powerful and positive effect on sequencing performance.

Movement Parameters AffectingR esponse P roL r arming

Thus far, the discussion of response programming has been confined

to situations where sequences of responses had to be executed. A

single discrete response framework has also been used to examine the

basic characteristics A the programming process. In a typical exper-

iment, variables that are thought to affect the length of the planning

and organization process prior to movement initiation are manipulated.
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Two basic experimental paradigms have been extensively used within the

discrete response framework; simple reaction time (SRT) and choice

reaction time (CRT). In a SRT situation subjects have full knowledge

of the intended response prior to movement initiation, and the task is

simply to execute the designated act on the occurrence of a "go"

signal. In the SRT procedure no uncertainty about the intended move-

ment exists, and it is therefore assumed that the response can be

programmed prior to a "go" signal. Klapp (1978) and Rosenbaum (in

press) have criticized the use of the SRT task because it is unable to

provide information about the actual construction of the XP and as an

alternative both advocate the use of a CRT procedure. Since response

uncertainty involves the choice an.ong a number of response alterna-

tives, the characteristics of rcspnsc programming can be examined by

varying the movement parameters that are unknown before the "go"

signal is given. Initiation time, then, is thought to reflect the

programming time of the unknown vaiiablc(s). A more detailed treat-

nvnt of this debate can be found In Klapp (1978) and Sternberg,

Munsell, Knoll, and Wright (1978). For ease of presentation the

response programming studies to be discussed in this section are

divided Into these two general categories and emphasis is placed on

identifying the movement parameters thought to influence the program-

ming process.

Simple reaction time. The use of SRT to assess the planning

stages of response initiation seems to have originated with Henry and
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Rogers' (1960) work on the relationship between reaction time (RT) and

movement complexity. Movement init.iation time was contrasted for three

different movements: Movement A just required a finger release from a

response key; Movement B involved releasing the key and grasping a

tennis ball; Movement C involved releasing the key, knocking down a

tennis ball, reversing direction, pressing a duntany push button, and

reversing direction a second time to knock down another tennis ball.

The first task was easiest, the second harder, and the third hardest.

The results of this experimaent revealed that initiation time increased

as a function of complexity and it led lleniy to develop his Memory

Drum Theory of neuronotor reaction. Sirply stated, during the prepar-

ation phase of a movcent the i-otor commands governing execution are

assei.nbled and stored In a response output buffer or memory. Movement

initiation occurs after the program has been released from the buffer

and the appropriate muscles have received the motor commands. Henry

(1961) maintained that the more complex a response sequence the larger

the program had to be and the more time needed for it to be read out

of the buffer. In a SRT task it is this readout time that is indexed

by response latency.

Norrie (1967 a,b) conducted very similar experiments, where she

too reported an increase in RT as the task requirements of a reaching

movement became more complex. In a study by Glencross (1972; Expt. 2)

the complexity of movement was Increased by inserting two or three

tapping movements in a lateral arm sweep. When compared to initiation

i
!
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time for a simple key release and arm sweep alone, these more complex

movements did indeed have longer RT's. Virtually identical results

have also been reported in speech production and typewriting.

Monsell and Sternberg (Note ) and Sternberg, Monsell, Knoll, and Wright

(1978) showed that SRT was a linear function of the number of items to

be pronounced and the number of words to be typed.

The precision requirement of movement has also been considered as

a movement parameter that might influence response complexity:

Yovements requiring a greater degree of terminal accuracy are more

complex. Unfortunately, the evidence for the utility of this parameter

is equivocal. In an initial experiment, Clencross (1976) contrasted

three movements; lateral arm sweep (no accuracy requirement), aiming

rnuvement to a large target, and aiming movement to a small target, and

found no differences in SRT among the three movements. In two sub-

sequent experiments, however, a complexity effect was found when the

lateral arm sweep was made to targets of 1.2, 2.5, and 5.1 cm in width.

Unfortunately, these findings are not very m.eaningful because these

differences in RT were accompanied by increased error rates and move-

ment times (MT). Thus, complexity was confounded with the speed-

accuracy trade-off phenomena (Pachella, 1974). In a discrete tracking

task, Laszlo and Livesy (1977) reported an effect of movement pre-

cision. Subjects were required to move a stylus across a moving

paper strip so that they contacted either zero, one, or two dots

placed at irregular distances. The results revcaled that initiation
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time for the zero or no-dot control condition was significantly lower

than for the one and two-dot conditions, which failed to differ from

each other. Other null result experiments, however, were those of

Kerr (Note 2, Note 3), in which she was unable to find variations in RT

resulting from decreased target width.

Clencross and Could (1979) contended that these inconsistent

findings resulted because RT as a latency measure does not reliably

reflect the complexity of the planning process. Since the uncertainty

about programming is alleviated in a SRT task, Initiation time simply

reflects output time of the program from a response output buffer.

Therefore, all the movement planning has occurred prior to RT. As an

alternative, Clencross and Could (1979) suggest the RT probe teclinique

since it would allow one to measure the attention demands during the

programming period (usually between a warning signal and "go" signal).

Presumably more complex movements would require greater attention

demands, and hence, higher probe RT's. Using essentially the same

movement paradigm as Glencross (1976), C¢encross and Gould conducted

two experiments with the inclusion of the probe methodology. Tn both

experiments, the complexity effect for precision was found in probe RT,

but not in RT. These preliminary data would appear to support the

assertion made above and certainly offers a viable alternative to the

use of only RT.

Another movement parameter that has been questioned as an indicant

of complexity is movement extent. Brown and Slater-Hammel (1949) were
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the first to report th;at Initiation time was Independent of movement

lengths -anging from 2.5 to 40 cm. Lagasse and Hayes (1973) found the

same result when they contrasted elbow flexion for a simple key release

and for a 140 degree movement. Glencross (1976; Expt. 3) also failed

to find differences in initiation time between movement extents of

15.24 and 30.48 cm. In a tracking type task, Senjen, Requin, and

Fiori (1978) reported that initiation time was unaffected by movement

extent. On the basis of the above data it appears that movement

Iength is not a factor influencing programing time, at least not in

SRT tasks.

Other ovetment parareters that do not appear to increase

movk-ment. complexity, at least in a SRT, are force (Glencross, 1973)

and direction (Glencross, 1973; Serjen, Requin & Fiori, 1978). One

final muovme'nt parameter to be considered is the number of limbs

Involved in a response. Glencross (1973; Expt. 5) compared initiation

time for a one arm movement and a simultaneous two arm movement under

two mover'ent conditions; lateral arm sweep and lateral arm sweep with

a reversal movement. Analysis of the data indicated that in both

instances the simultaneous situation created significantly larger

initiation times. Kelso, Southard, and Goodman (1979) have since

replicated this finding.

In sur iary, of the movement parameters discussed, only complexity,

as defined by increasing the number of movement segments or limbs, has

had a consistent influence on RT. For terminal accuracy, the data vere

-'- ---- . . .-- -
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equivocal; and for force, direction, and extent, no positive results

have been reported in the literature.

Choice reaction time experiments. Unlike the SRT procedure, in

a CRT task the desired movement is unknown prior to the response

signal. Thus, uncertainty about the exact movement is present and

only when the "go" signal has been given can this uncertainty be*

alleviated. Within the present framework, uncertainty reduction Is the

programnming of the unknown response parameters. As a result, CRT is

measuring more than just the output time of a iP from a response output

buffer (see Henry & Rogers, 1960; Sternberg, Monsell, Knoll & Wright,

1978). By varying the unknown paraireters, one can infer (from RT) how

these parameters influence and fit into the r'ogramning and construct Ion

of the H4P.

Klapp and his colleagues (Klapp, Wyatt, and Lingo, 1974; Klapp &

Wyatt, 1976; Klapp & Erwin, 1976; Klapp, 1975, 1977) presented a

series of studies that suggested movement timing was an important

parameter included in the response progranuning process. In both a

SRT and CRT situation, Klapp, Wyatt, and Lingo (1974) had subjects

perform two movements differing in their timing components. The

programming of timing was manipulated by having subjects execute either

a morse code "dit" or "dah" response. The "dit" involved depressing

and immediately releasing the response key (release movement), whereas,

* , the "dab" involved depressing the key, momentarily holding, and then

* ,releasing the response key (hold movement). Klapp et al. (1974)

I
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argued that a "dah" response was more complex because of the timing

delay introduced by the hold component. The results of two experiments

showed that initiation time in the SRT condition was equivalent for

both movements. In contrast, for CRT the results revealed that "dah's"

took longer to initiate than "dit's". As an aside, the different

pattern of results between the SRT and CRT situation Is the primary

reason why Klapp (1978) advocates the use of CRT as the most appro-

priate measure of programming time. Klapp and Wyatt (1976) and Klapp

and Erwtn (1976) also reported similar results, suggesting that

response timing or duration is prograwamed prior to movement initiation.

In a further study Klapp (1977) inquired whether the muscles of

executlon had to be known before other aspects of the movement (e.g.

thning) could be programmed. Klapp covaried the dit-dah response

manipulation with the finger and thumb. Initiation times for the dit

and dah movements were contrasted under two conditions; timing-uncertain

and muscle-uncertain. For the muscle-uncertain instance, subjects knew

the timing component but not the muscles to be used. Analysis of the

data revealed that when the muscle dimension was uncertain (or timing

- known), RT for the dit and dah responses was equivalent. In the

timing uncertain condition (or muscles known) the results were quite

different. The usual latency effect was found; dah RT's were longer

than dit RT's. Klapp took these results to indicate that the timing

requirements could be established and programmed even if the muscles

for execution remained unspecified. In other words, there is no
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specific order in which these two movement parameters must be compiled.

Programming time for the spatial dimensions of direction and

extent have also been studied. Megaw (1972, 1974) and Megaw and

Armstrong (1974) reported a series of experiments In which direction

and extent uncertainty were manipulated. Prior to response initiation,

subjects knew the direction of movement (right or left), but not the

extent (extent-uncertain); knew the extent (near or far) of movement,

but not the direction (direction-unc,.rtain); or knew nothing about the

rovement characteristics of the intended movement. Megaw found that

RT's for the direction-uncertain condition were longer than RT's for

the extent-uncertain condition. Further, when both direction and

extent remained to be prograi.iaed, initiation time was equivalent to tLhe

direction-uncertain condition. From these data Mlegaw inferred that

direction was specified before initiation. whereas, movement extent

involved an updating process after the movement had begun.

Kerr (1976) has pointed out, however, that Megaw's (1972) results

may have been created by the experimental task used. Subjects had to

align a pointer in correspondence with a designated movement light.

The peculiar aspect of the task was that to move the pointer in the

right direction subjects had to move their arms in the left direction.

Consequently, there was a certain degree of incompatibility in the

direction dimension that Megaw failed to recognize. Mhen extent was

uncertain this posed no problem since subjects could determine the

appropriate direction of movement before the "go" signal. That is, the

'4J
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incompatibility due to direction could be overcome prior to the onset

of the sti.,dulus cue. The same argument can not be made in the

dtrectton-,certain condition. In this instance, initiation time in

an index of two factors; overcoming the incompatibility and programming

direction. It should be added that plenty of evidence exists demon-

strating increases in RT when a stimulus and response are incompatible

(Fitts & Seeger, 1953; Teichner & Krebs, 1974). Therefore, Megaw's RT's

for direction progranming are confounded with stimulus-response incom-

patibility. Unfortunately, the data presented by Kerr (1976) fail

to cl.ar up this issue because error rates and movement times in

cnnditi, ns to be cou:pared were utiv,ual. Such a result makes the data

spurious because subjects were not performing consistently across

different ,xperimcntal conditions. Therefore, subjects likely traded-

off between speed and accuracy (Pachella, 1974).

Other studies manipulating only the direction and extent para-

meters have been consistent with regard to the RT effect of both

direction and extent uncertainty. Senjen et al. (1978) and Kerr (Note 2,

Note 3) reqrted that direction and extent decisions increased the RT

delay. Such results imply that each parameter was programmed prior to

movement Initiation.

Does movement accuracy or precision influence the length of the

RT interval? According to Klapp (1975), CRT increased as the accuracy

requirement in a target aiming task became more difficult. In a Fitts

tapping task and for relatively short movement lengths (2 and 4 vm), RT
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depended on target diameter, with longer times for smaller targets

(2 and 4 mm). Klapp concluded that more precise movements required

longer programming time. Kerr (Note 2, Note 3), tn the other hand, was

unable to demonstrate any increases in progra;,ning time resulting from

increased precision. In three experiments, and across four target

diameters (1.8, 2.7, 3.6, and 4.5 mm), RT was invariant as a function

of size. In opposition to Klapp, Kerr concluded that movement

accuracy was not a particularly important factor onering into the

prograrning process. Recall that In the discussion of SRT experi-

nents, the findings concerning accuracy were also spurious. Taken as

a whole, one rnust question whether this task mr-inipulation can be

viewed as an important and functional component of response pro-

gramming.

Programming time has also been exlamined by varying the complexity

of the response components in movement execution. Early studies by

Glencross (1972, 1973) were unsuccessful at increasing RT via complex-

ity, however, more recent studies by Kelso, Southard, and Coodman

(1979), Klapp and Frwin (1976), and Rabbitt et al. (1975) have shown

that movement complexity does indeed influence programming time. In

comparing single limb and simultaneous double limb movements, Kelso

et al. demonstrated that the simultaneous condition had longer RT's.

Results from Rabbitt et al. indicated that RT's became longer as the

number of fingers in a chord increased (refer to section on serial

patterning). Klapp and Wyatt (1976), using dit-dah (release-hold)

I
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movements, found that the RSI between two successive responses was

longer when the first was a hold movement as opposed to a release

movement. Not only does such a finding agree with that of Rabbitt

et al. (1975) as discussed in an earlier section, but it also supports

the contention that movement complexity affects response programming.

To sum up the CRT data thus far, it appears that the duration

or timing parameter is a critical component in the programming of

simple movements. The consistency of Klapp's and his colleagues'

data forces one to such a conclusion. Furthermore, this conclusion

agrees nicely with those made about the relationship between temporal

structure and serial patterning. Direction and movement complexity

also seem to be parameters that must be initialized and accounted for

before a movement can begin. Such a statement about n;ovement extent

and movement precision, however, is more difficult to accept. The

studies concerning these latter two parameters are either equivocal or

suffer from methodological anomalies.

Movemnt PreculntpgTjechntque

More recently, Rosenbaum (in press) has extended the long-

standing Partial Advance Information (PAl) paradigm (Leonard, 1958)

to examine the operational characteristics of MP construction; this

variation is termed the precuing technique. In a typical precuing

experiment, subjects are required to execute simple limb movements

that vary on a number of movement dimensions (e.g. arm, direction,

extent, duration). Prior to a reaction stimulus, advance information

II
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(precue) is provided about Lhe characteristics of the forthcoming

movement. The precues can signal either total, partial, or no know-

ledge about the intended movement, and herein lies the utility of this

technique. By including all possible combinations of precues one can

gain insight into the independent and interactive roles each of the

movement parameters has in 4P construction.

Rosenbaum (in press) manipulated three movement parameters and

these Included arm (right or left), direction (forward or backward),

and extent (near or far). Thus, cight distinct movements and four

different precue conditions were possible. Letters were assigned as

precues, each corresponding to one of the move !wnt values within a

parameter. For instance, "R" meant right arm, "F" meant Aorward

direction, and "N" meant near extent. Typical precue combinations

indicated that the right arm would be used (1 precue); or that the

right arm would make a forward movement (2 precues); or that the right

arm would make a forward movement to a near response key (3 precues);

or the precue gave no prior knowledge about the intended movement

(0 precues). The reaction stimuli were eight colored dots such that

one color corresponded to one of the eight possible movements. For

example, a red dot signalled subjects to execute a long movement in

the forvard direction with the left arm.

Rosenbaum argued that the precuing technique allowed one to

answer a number of questions concerning the specification or pro-

grammIng of the movement parameters being studied. Questions that he
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addressed included:

1) Are the programming times for different movement values

within a parameter the same?

2) How long does it take to program each of the separate move-

ment parameters?

3) Are the programming times of a particular parameter dependent

on the programming requirements of another parameter?

4) Are movement parameters programmed in a strict serial order?

5) Is the programming of more than one parameter accomplished in

a serial or parallel manner?

On a typical trial subjects were given a procue for three seconds

and 500 msec later one of the eight colored dots appeared on a tachis-

toscopic display. The subject's task was to move as quickly as

possible to the response target paired with this particular color.

With eight movements and eight types of precues there were a total of

64 different trial possibilities. Each subject executed 12 replica-

tions of these trials over a two day period for a total of 768 trials.

RT and movement time (MT) were the main dependent variables and errors

in performance were also recorded.

Analysis of the data revealed a general increase in Ri as the

number of response parameters remaining to be prograimmed increased.

In actuality this result is nothing more than the familiar increase

in RT as a function of the number of response alternatives and was

fully expected (Hick, 1952; Hyman, 1953). For the purposes of

l
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programming, interest focused on the precue conditions that only

allowed partial pre-programming; the two and one precue conditions.

In the former, only one parameter remained unspecified prior to move-

ment initiation and RT was viewed as the time to program this variable.

The results showed that the specification times were longest for arm,

shorter for direction, and shortest for extent. In the latter, two

parameters remained unspecified prior to movement initiation, thus

RT reflected the tite to program combinations of parameters. Tie data

revealed that specification times were longest for arm and direction,

shorter for arm and extent, and shortest for direction and extent.

On the basis of these results, and others not to be presented,

Rosenbaum concluded that arm was the nst important programming

variable and extent was the least Important programming variable.

Further, the prograring of these three paraneto.rs was done serially,

and arm and direction had no'strict specification order, but both

were prograumed before extent.

Do these results really speak to response programming or MP

construction? As the precuing method is currently presented, there is

reason to question Rosenbaum's interpretation of his findings. It

Kwas previously stated that in HIP terms, response programming effects

are generally considered to reflect operations in the response sel-

ection stage (Kerr, 1978). Presumably, Rosenbaum intended to manip-

ulate this processing stage by the precuing technique. Serious doubts

can be raised, however, about whether Rosenbaum's RT effects can be

I
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attributed solely to response selection. The problem lies in using

colors as "go" signals. To fully appreciate this position we must

first examine the proposed processing stages within a HIP model. The

model selected is one developed by Thelos (1975) because it is one of

the few HIP models that puts an emphasis on response organization

stages.

The model consists of five operationally distinct processing

stages: input, identification, response determination, response

selection, and response output. The initial two stages are primarily

perceptual In nature and for the present purposes are unimportant.

They si, ply encode and identify st i.tilus lnfrnir ion. Since it will

be argued tlhat RosPnlauxm confounded response determnat ion and

ie,;ponse selection, those are the stages to be e phasized.

Once a stimulus has been Identified (given a stimulus code or

naime), determination time is the tine to determine what cognitive

response is required (Theios, 1975). If the stimulus and response

codes are highly compatible response determination time is minimal or

insignificant. On the other hand, the less compatible these two codes

are the more time it will take to complete the determination stage. A

compatible situation, for example, would be naming letters of the

alphabet, whereas, an incompatible situation would be depressing a

designated response key whenever a specific letter was presented.

In the naming task the stimulus Itself conveys direct and immediate

Information about the necessary response. In the key press

A

II
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task, however, the mapping between stimulus and response is indirect

in that one must first determine which response key is associated with

the stimulus before the necessary finger response can be made (e.g. "A"

means depress right index finger). More specifically, a verbal code-

position code translation must be performed before the actual motor

response can be selected. This additional time between identification

and response reflects operations within the determination stage

(Teichner & Krebs, 1974; Theios, 1975).

After the appropriate cognitive response has been chosen

(response determination), the associated motor response must be

selected (response selection) and vxecuted (response execution).

Vhile a cognitive response may be "move the right arm 12 cm to the

left", response selection has the responsibility of organizing the

motor com::ands that will execute the movement and translating them

Into a language compatible with the motor control system. In other

words, there Is a shift from a task-defined external perspective to

one that is internal to the motor control system (Kerr, 1978). Wlen

the task-defined properties are maximally compatible with the actual

response, there is no need for this additional re-coding process. As

the degree of compatibility or directness decreases, however, the

need for a translation increases (Fitts & Seeger, 1953), and this

increase in processing time occurs'in the response determinationi

stage.

Although the utility of postulating two separate stages can be
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questioned, a reasonable amount of evidence exists to support such a

distinction (Fitts & Seeger, 1953; Thelos, 1975; Welford, 1968).

Perhaps the most compelling evidence has been provided by Teichner and

Krubs (1974). They classified a large number of choice reaction tasks

according to the kinds of transformations required between a stimulus

and response. The four categories of tasks identified were: 1) digit-

voice, 2) light-key, 3) digit-key, and 4) light-voice. Teichner and

i'ruls argued that the digit-voice task was highly developed in adults

.,nd b-cause of this fact the stimulus had a direct mapping with the

response. Therefore, it was considered the task requiring the least

a rount of stimulus-response translation. The light-key task was also

a relatively coripatible task since the position code for both the

st imulus and response was the same. In contrast, the digit-key and

light-voice tasks required a more extensive translation. The digit-key

combination required a verbal-to-position translation and the light-

voice combination required a position-to-verbal translation.

Teichner and Krebs' (1974) re-analysis of the results from these

tasks demonstrated quite strikingly that stimulus-response coding

relatiouhips have a dramatic influence on RT's in CRT tasks covarying

the number of response alternatives. The tasks requiring the least

number of translations (digit-voice and light-key) generally showed

the fastest RT's across all response alternative levels. The impor-

tant point to be gained from the foregoing discussion is that the

effects reported appear to be the result of stimulus-response coding
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differences (Teichner & Krebs, 1974). Further, the effects of this

incompatibility are localized in a processing stage immediately before

response selection (TeichneL & Krebs, 1974; Thelos, 1975). Using

Theios' terminology, this is the response determination stage.

Returning to the issue surrounding Rosenbaum's experiment, it is

not altogether clear that the reported RT effects are prograrring in

nature. The use of colored dots as "go" signals hardly created a

compatible or direct mapping between the stimulus and response codes,

and in fact created a situation that necessitated a verbal (color)

code-to-position code translation. The utility of Rosenbaum's inter-

pretations is further questioned by a series of experiments reported

by Goodman and Kelso (Note 4). The exact same movement task was uk;ed

and the same three movement parameters were manipulated, however, the

tranner in which responses were signalled was chnged. Rather than

using colored dots as "go" signals, a visual display was used whose

configuration created a direct one-to-one mapping between "go"

signals and response keys. The result of import was Goodman and

Kelso's failure to obtain differential programming tines among the

three movement parameters: the times to program arm, direction, and

extent were equivalent, as were the times to program combinations

of movement parameters.

Since the latter study used a highly compatible spatial task, one

can argue that response determination time was minimal (Fitts & Seeger,

1953; Teichner & Krebs, 1974; Thelos, 1975) and that for the most part

SiI
I
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RT reflected the operations within the response selection stage. That

is, increases in RT when movement parameters were unknown prior to

response initiation reflected increases in the programming operations

of response selection. On the other hand, there can be no doubt that

Rosenbaum's subjects had to perform a verbal code-to-position code

translation prior to response selection. Consequently, increases in

RT when movement parameters remained unspecified before initiation

reflected the time to complete two processing stages: determination and

selection. Therefore, one is unable to interpret these findings as

strict instances of response prograrning, and further r.akes one question

whether the observed RT differences resulted from purely response

C;election operations. In fact, based on Coodman and Kelso's data, the nost

reasonable conclusion is that the differential RT effects are localized

in r.sponse detetmination and when determination time is eliminated

the differential RT effects disappear.

An untesolved question, then, is to what extent do stimulus-

response translations affect response programming operations? These

translations undoubtedly increase RT, but can one conclude these effects

are programming in nature and are they confined to the response

selection stage? The aim, therefore, of the present investigation will

be to systematically determine 1) if response determination and response

selection are two independent processing stages and 2) how stimulus-

response translations affect the programming of various movement parameters.

b
I
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GENERAL STATEMENT OF THE PROBLEM

Response programming studies usually operate under the assump-

tion that the planning and organization processes within the response

selecticq stage are being isolated (Kerr, 1978). The present inves-

tigation questions this assumption. It was pointed out earlier that

in some instances there has been a confounding between the operations

of the response determination response selection stages. When-

ever a stimulus fails to directiX signal the required response,

intetmediate translations between the stimulus and response codes are

necessary before the appropriate motor parameters can be specified

(Fitts & Seeger, 1953). Such translations have been attributed to

the response determination stage (Teichner & Krebs, 1974; Theios,

1975; Welford, 1968), yet within the response programming literature

there has been no concern for maintaining a distinction between these

two stages. The recent discrepancy between the 'results of Rosenbaum

(in press) and those of Goodman and Kelso (Note 4), however, point out

that the differing operations of these two processing stages can no

longer be ignored. Using the movement parameters of direction and

extent and the precuing technique, two experiments are conducted to

demonstrate the functional differences between the processes within

response determination and response selection. By varying the type

of stimulus-response translation within the precuing paradigm, it will

be possible to determine: I) whether response determination and

.



response selection should be viewed as independent processing stages

and 2) how intermediate translations influence the programming

latencies of movement parameters.

Additive factor lo~ic (Sternberg, 1969; Taylor, 1976) is used to

address these issues. One of the basic premises of this method is

that when two experimental factors interact (statistically), they are

said to affect processing operations in a common stage. Thus, to

support the contention that determination is a separate stage it is

necessary to covary In a factorial design at least two variables

h1pothesized to influence determination time. Two such factors are

spatial-motor compatibility and stimulus transformation (Teichner &

Krebs, 1974; "rheios, 1975; Welford, 1968).

In Experiment 1, the precuing task involves four translation

conditions; spatial-motor compatible, spatial-motor incompatible,

spatial transformation, and incompatible-spatial transformation.

Since these factors are not thought to influence response selection,

if they interact with each other support will be provided for the

independence of determination and selection. Further, by the very

nature of the precuing technique a third response determination

factor Is present in the experiment; set size (Smith, 1979; Thelos,

1975). Set size is defined as the number of alternative responses

possible on any given trial, and in the present context is dependent

on the number and type of movement parameters remaining to be pro-

grammed. By considering the four translation conditions as levels of
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compatibility, a significant set size by compatibility Interaction

coAtrast would also support the independent stage notion.

The effect of stimulus-response translations on the individual

programming times of direction and extent can be examined by simply

comparing the appropriate RT's within each translation condition. If

a responsk selection process is responsible for Ro:;enbaum's (in

press) differential programming effects, direction will have the

longest prograrming latency in all four of these conditions. If, on

the other hand, a response determination process is r,..ronsible for

these effects no differential programming will be observed in the

spatial-motor compatible condition, whvrcas, differential ptogra:Uning

will be prevalent in the other three translation conditions. In the

former, no translation is needed since the mapping between stimuli

and responses is direct, but in the latter, some form of translation

is required.

The above analyses are intended to use RT as the dependent

measure. However, a more refined examination of the experimental

questions is possible by partitioning RT into the actual times

required for response determination and response selection. Re-

sponse determination time can be analyzed for a set size by compat-

ibility interaction contrast and differential programming. If

determination is a separate stage, set size and compatibility will

again interact. As for the Rosenbaum-Coodman and Kelso issue, if

differential programming is found in determination time, but not
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selection time, support would be found for the assertion that

Rosenbaum's RT effects can not be attributed to response programing.

Experiment 2 is essentially a replication of the previous exper-

Iment, the only major difference being the practice level of sub-

jects. Of specific interest is whether the RT and programming

relationships obseived In the previous experiment will change as a

function of practice. Moreover, how the actual determination and

selection times are affected by practice is also of interest.

Teichner and Krebs (1974) argued that practice has its greatest

influence over the speed of the translation process and relatively

little influence on the response selection process. Support for this

position, and further support that a translation must be made when

the mapping between a stimulus and response is less than optimal,

wou1ld be found if determination time shows a greater reduction from

Experiment 1 to Experiment 2 than response selection time.
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EXPERIMENT I

The purpose of this initial experiment is to more clearly define

the relationship between stimulus translations, such as those re-

quired in Rosenbaum's (in press) experiment, and response programming.

By combining the precuing technique with additive factor methodology

(Sternberg, 1969; Taylor, 1976) it should be possible to address this

issue. It is only necessary to select a second experimental variable

also hypothesized to influence the response determination stage.

Teichner and Krebs (1974) and Theios (1975) riaintain that stimulus-

response compatibility Is such a factor, and if it can be shown that

these two variables interact statistically, yet do not affect

response selection, support will be found for the independent stage

position. Unlike Rosenbaum's experiment, only two movement paramet(ers

are used, direction (left and right) and extent (near and far)* thus,

four rather than eight distinct movements are possible. Although the

number of movements and prc.cue conditions are reduced, it will be

possible, none-the-less, to sufficiently test the experimental

hypotheses.

Four translation groups are required to fully evaluate the

previously stated experimental hypotheses. These groups are:

1) spatial-motor compatible (SMC), 2) spatial-motor Incompatible

(SMI), 3) spatial transformation (ST), and 4) Incompatible-spatial
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transformation (QST). The SMC condition is essentially the light-

key task described by Teichner and Krebs (1974), in which the spatial

relationship between movement stimuli and responses is direct. Move-

inents are executed horizontally to the left or right and a visual

display of movement lights is arranged in a horizontal fashion to

provide a compatible one-to-one mapping. In this condition, deter-

mination time should be minimal, and it serves as a control or.

baseline measure of determination time. In the SMI condition,

subjects are instructed to always rr,,-vt. in the opposite direction and

extent of that provided by the precue and movcnnt stimuli. For

.xample, if precued to rove in the right direction, the actual

movenent direction is left. Further, if the "go" signal normally

indicates a left far rvesponse, one moves to the right near response

key. As for the ST condition, the spatial position of the movement

stimuli are altered so that they no longer convey a direct correspon-

dence with any of four responses. The movement light display is

rotate+d to a vertical position and arbitrary assignm.ents are given

to the lights and responses: the two left response keys are paired

with either the two top or bottom movement lights and the two right

response keys are paired with the remaining two lights. In both the

SMI and ST conditions, performance of the task only involves one of

the factors said to affect determination time, and each, therefore,

measures determination time for its respective variable. Finally,

the 1ST condition requires the movement light display to be in the

I
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vertical position, and in addition, the incompatibility rules are

invoked. For instance, if the top light Is paired with the left far

movement, subjects will move to the right near response key. In this

latter case, before the motor response can be programmed, one must

first deterrnine the arbitrary response signalled by the movement cue

and then invoke the incompatibility rule. As a result., the .IST

condition measures the time to accomplish both of these determination

processes.

With four such groups within a precuing fra:wui-ork, it will be

possible to deteimine whether rvsponse detetmitition and rcsponse

selection are separate proce:,;ing stagrs, d-ternine how the pro-

grauLnzing latencies of direction and extent are influ.nced by stimul us-

response translations, and det-rmine if the progra-.ming of direction

and extent is serial or parallel in nature. Analysis of these

issues will be done using RT as the dependent measure, as well as with

empirical estimates of response determination time and response

selection time.

Teichner and Krebs (1974) developed a set of equations whereby

these latter two times can be measured. First, one must assume that

CRT = a + T -c, (1)

where CRT = choice reaction time, a = the portion of CRT associated

with stimulus encoding, TSR = the time to complete any necessary

stimulus-response translations, and c = the time to complete all

activities associated with response selection. Equation I estimates
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CRT In tasks that require some stimulus-response translation(s) and

by rearranging this equation one can estimate the time to perform the

translation and selection operations. One additional assumption,

however, is that SRT = a. Providing one can accept such an assump-

tion,

T + CT = (CRTT - SRT T). (a)

Consideration of a spatial-motor compatible task yields a somewhat

different equation since no stimulus-response translation activity is

required;

CRT = a + Cc, (2)

and by rearranging this equation one can estimate response selection

time,

c = (CRT - SRT ). (2a)c c

By further combining equations la and 2a, one is able to isolate and

estimate translation time:

TS- R = (CRTT - SRT) - (CRTc - SRT ) (3)

In the present experiment a direct estimate of SRT will be pro-

vided by the 2 precue condition (no programming) since all information

about the intended movement is known prior to response initiation.

Thus, a method appears feasible for both the experimental manipula-

tion of stimulus and response coding processes and for the experiment-

al evaluation of the degree of stimulus-response compatibility

(Teichner & Krebs, 1974). The spatial-motor compatible condition

serves as the baseline, and by applying equations la, 2a, and 3,



determination and selection times will be empirically derived. Once

these actual times have been obtained, determination can be evaluated

for the independence of the response determination and response

selection stages (via a set size by compatibility level interaction

contrast), the differential prograrnming of direction and extent, and

the serial versus parallel processing of direction and extent; and

selection can be evaluated for the differential programming of

direction and extent, and the serial versus parallel programming of

direction and extent.

Me t hod

S-ubjects. Eight volunteers (4 male, 4 fc.male), ranging in

age from 22 to 32, were recruited from the Univrsity of Wistonsin-

Madison student population. Each subject was tested under all

translation and precue conditions.

_jpar2tus. The apparatus consisted of a response panel, a

visual display, and a MT clock (Figure IA). The response panel

(54 x 54 x 13 cm) contained five circular response keys situated

23 cm from the edge of the response panel (subject's view). The

middle, home key, was 1.3 cm in diameter and all trials originated

from this key. The remaining four movement keys were located 5 cm

and 10 cm to the left and right of the home base, and they had target

diameters of 1.3 cm and 2.6 cm. These target dimensions conformed

to the specifications of Fitts Law (Fitts, 1954). Each key was

I
I
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ri,'ure A. Coufil'uration of prec-ues and iovecnt l ij.ht
display for SMC and S.

(0

L!;A.J[i~i
Figure lB. Configuration of precms and mrovement light

display for ST and IST.

1
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connected to a microswitch (Microswitch model B2-2RW82-A2) that

needed to be released (home key) or depressed (movement keys) by

approximately 1 mm for the contacts to open or close. Further,

during experimental trials subject's view of the response panel was

shielded by a black cloth screen. The screen was designed to allow

a free and unimpeded movement. The visual display was situated at

eye level approximately 90 cm from the subject, and it consisted of

two parts. The first was a single, horizontal row of four letters

(RLNF) 1.4 cm wide, 1.3 cm high, and .8 cm apart. These letters

served as direction (R= right; L= left) and extent (N= near; F= far)

precues, and when illuminated each was easily distinguishable. The

second aspect of the visual display contained the actual iwov,'mcnt or

reaction lights and was situated 8.5 cm above the precue letters.

Five LED's (one red and four green) were aligned In a horizontal row

that coincided with the response keys. The center, red, LED acted

as a warning signal, and the remaining four LED's were movement

signals. The warning light was .7 cm below the others, the near left

and near right movement lights were .5 cm from the warning signal,

and the far left and far right movement lights were 1.5 cm from the

warning signal. These lights subtended subject's view at an angle

of 2 degrees. This same display was. used for the groups involving

the spatial transformation and was rotated into a vertical position

to provide the desired configuration (Figure Ib). A MT clock was

also placed along side the visual display. The entire experimental

j
1



arrangement was interfaced with a Digital Equipment Corporation

PDI'8e computer that was prograrmed to sequence stimulus events, as

well as record and perform preliminary data reduction of RT, MT, and

performance errors.

Procedure. Prior to the start of the present experiment, each

subject had participated in five to eight pilot or practice sessions

which focused on learning the exact nature of the basic experimental

requireinIcnts. Initially, movements were uxecuted with the aid of

vision, and after a subject was performing accurately under these

condit ions, sight of the response keys was precluded for the remain-

iog -,:;.ions. hMen precues and movement lights were used, they

always involved the compatible conidition.

The sequcnce of events on any given trial was initiated by the

.;ubject depressing the hoe key, after which a precue was immediately

pretented. Subjects were instructed to use this precue information

to prepare for the upcoming moverient(s). Once the precue was known,

,..ljec-ts were instructed to fixate the warning signal for the re-

m tjindler of the trial. The intent of this instruction was to reduce

the significance of extraneous eye movements. After a two second

prccue period elapsed, a warning light was presented, and following

a variable fore-period (600, 800, or 1000 msec) a movement light was

illuminated. On the occurence of a movement light, the task was to

release the home key and move to the specified response key as

quickly and accurately as possible, after which feedback about MT
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was provided. Further, subjects were told to remain in contact with

the home key until they knew ful_l where they had to move. This

instruction was included to ensure that all movement prograr.aing was

completed prior to response initiation.

Since two movement paraieters were manipulated, direction

(right or left) and extent (near or far), four pr-cue or progranimiug

conditions were possible. (For the sake of consistuncy and clarity,

the term progr:-naing condition is preferred since it more accurately

describes the actual operitions that a subject had to complete after

the "go" signal was presented.) The four prograr:vltng conditions were:

I) program none, wi ,re both parameters were know-n prior to response

initiation, 2) program extent, ,here direction was known and extent

remained unspecified prior to initiation, 3) program direction, where

extent was known and direction remained unspecified prior to initiation,

and 4) program direction and extent, where no prior information was

given, thus both parameters remained unknown prior to initiation.

A precue was given by simply illuminating the letter of the

desired parameters(s). For example, in the program none condition, if

the intended m:ovement was near right, the "R" and "N" precues were

presented; in the program extent condition, either an "R" or "L" was

presented, providing only direction information; in the program

direction condition, either an "N" or "F" was presented, providing

only extent information; in the program direction and extent condi-

tion. all four letters were illuminated, providing no advance
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information about the upcoming movement.

Four testing sessions were completed under each group, with the

first dosIgnated as a practice session. Presentation order of

translation conditions was different for each subject, and these were

randomly chosen from the 24 possible orders. An experimental

session began with a set of 10 warm-up movements made from the home

bage to each response key. These trials were executed without pre-

cucs or "go" signals. In each testing session subjects received 7

blocks of 52 trials, and within a block, the 48 precue/movement/

forveriod combinations appeared once, along with four catch trials.

On a catch trial the precue and warning signals were presented, but

no novement was illuminated. One random sequence of 52 trials was

stored in the computer, and the software was written so that the

computer could be instructed to begin a testing session at any posi-

t ion in the st-quence. This position was randomly varied each day.

Once the start position was designated, trials were presented in an

ascending order during odd numbered blocks and in a descending order

during even numbered blocks. To avoid any possible learning of the

trial sequence, a new random sequence of trials was introduced mid-

way through the experiment. Whenever an error was committed, this

trial was repeated at the end of the block in which it occurred. It

was also repeated in the temporal order of occurence, and in the

event an error was made on an errcr trial, it was repeated after all

other error trials had been presented. Since trial presentation rate

i
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was subject controlled, they were able to proceed through the session

at their own pace. Subjects were, however, encouraged to complete a

trial block before taking extended rest periods. On the average, one

session lasted 50 minutes.

Three principal dependent measures were recorded on each trial.

These were: 1) RT, defined as the time between the appearance of the

movement light and the release of the hoine key; 2) NT, defined as the

time between the release of the home kcy and the first depression of

a response key; 3) Errors, defined as the release of the home key

before the :.-.ovement light was illIu,inated (iaovemcent error), depression

of the incorrect response key (r.sponse key error), a miT gr.ater than

200 risec (i;zove.ment time error), and a HT greater than that established

a priori for each group (reaction time error). The maximum T was

set at 200 -sec because pilot data suggested that movements were well

within this range, and at the same time it was difficult to initia]ll

move toward an incorrect target and still re-adjust the movement for

the correct key in this time period. Since the difficulty level of

the four translation conditions was clearly different, it was demned

necessary to establish different maximum RT's for each group. Here

again, pilot data wereused to aid in establishing appropri-ate cut-

offs. On Day 1, the maximum RT's for the SMC, SMI, ST, and IST

conditions were 500, 800, 700, and 1000 msec's, and in the subsequent

sessions the maximum RT's were 400, 600, 500, and 700 msec's, re-

spectively. Each subject was constantly reminded to keep total

I
I

'-I _LJ
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error rates for a session below 10%, and in any session that error

rates became too large, it was terminated and repeated the following

day.

Desi gn and -ina s._s. The experimental design was within subjects

such that all factors were completely crossed. The data were an-

alyzed using a 8 x 4 x 4 x 2 x 2 x 3 (subjects x translation x

programming x direction x extent x days) analysis of variance.

Although a number of significant main effects and int(rctions can

be obtained from a six factor design, interest .'ith rk.gard to the

experimental questions focused on the translation x prograr-ning

interaction. Due to the amount of data collected, other significant

r,,sults are distissod only when they directly address the theoretical

isSu Vs under study. In the interest of completeness, however, the

.ntire analysis of variance tables for all dependent measures can be

found in the Appendices.

Reaction timne. analyses -- The independence of determination

and selection was examined via two sets of interaction contrasts.

The first was a SMC x ST contrast. Four such contrasts were com-

puted, one for each prograrming condition, such that the difference

in means between SMC and SMI was compared to the difference in means

between ST and IST. The second was a set size x compatibility level

interaction contrast. This interaction contrast compared two choice

when extent was uncertain, two choice when direction was uncertain,

and four choice when direction and extent were uncertain across the

I
S
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four levels of compatibility. Differential programming involved a

test of simple main effects of the four means within a translation

group (program none, program extent, program direction, and program

direction and extent). Finally, with respect to serial versus

parallel prograning, the difference in means between program none

and program extent were corpared to the difference in means between

program direction and program direction and extent.

Res'onse splection and response determination time ainalvss --

The same three theoretical issues were addressed for determination

time. The independAnce notioii vas tested via a set size x -tmpati-

bi ity int'raction, difftrrtiitial prograriming was t ,sted via a simple

main effects analysis, and 4erial versus parallel processing was

test,.d via the comparison described above. For selection time, the

two issues that could be addrssed were differential programming and

serial versus parallel progra, :ming, and these were tested in the same

ianner previcusly described.

Results

Error rates. With respect to the 10% criterion established at

the outset of the experiment, two subjects exceeded this limit (one

in the SMI condition and one in the IST condition) and were required

to repeat this session. The error rates discussed below have been

categorized according to one of the four error types and are pie-

sented in Table I (percentages). Movement errors (move off home key
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too early) and RT errors (RT above the maximum allowed) were below 1%

for all translation by programming condition combinations. Response

key errors (hit wrong response key) were less than 3%: Further,

there was a general tendency for errors to increase as the degree of

translation increased and as the number of movement parameters to be

programmed increased. In both instances, however, these changes were

slight, with the largest incrctase across translation conditions =

2.6% and across programmiing conditions = 2.1%. These same patterns

were also evident in movement time errors (Mr above maximum allowed),

but again the changes were small; 1.2% and 2.1% for translation and

prograi ning conditions. Although shifts in error rates are usually

an unwelcinrd ,h.iracteristic in RT data, the present increases do not

appear to be sufficiently large ,nough to create any problems with

respect Lo interpreting the data. Moreover, in most instances the

translation by prograrmming corbinations with the largest error rates,

also had the largest RT's. Thus, any contamination of the data by

speed-accuracy trade-offa can be ruled out.

V

jtoycivaent tim - (an.sis. The results of an analysis of variance

on MT are provided In Appendix A-1. The means and standard devia-

tions for translation, programDIng, and days are presented in Table 2.

For the ease of presentation and the sake of clarity, probability

values for individual effects or comparisons are not presented in the

text. Rather, each effect or comparison was tested with 0 .05, and

I
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unless specified otherwise, when the probability of significance was

below this value it was considered significant and when above this

value it was considered non-significant. The main effects of pro-

gramming conditions, direction, and extent were significant, F(3,21) =

12.54, F(1,3) = 17.05, and F(1,3) = 395.40, whereas, the main effects

of translation conditions and days were non-signifIcant, F(3,21) < I

and F(2,14) - 2.80. Post hoc analysis of the progranmning main effect

revealed that MT In the program none condition (81 msec) was faster

(ban MT's In the program extent (86 msec), program direction (86 msec),

and program direction and extent (89 nsec) conditions, and that MT's

in these latter three conditions were equivalent. In addition, the

direction main effect showed MT's to the right response keys (80 =sec)

were faster than to the left response keys (91 msec), and the extent

main effect showed MT's to the near response keys (71 rsec) were

faster than to the far response keys (100 msec).

The direction by extent interaction was also significant,

F(,3) = 16.77. Further analysis revealed that MT's were fastest to

slowest In the following order: RN(68 msec), LN(76 msec), RT

(93 msec), LF(107 msec). One final interaction was also significant,

the translation, direction, days interaction, however, no subsequent

analysis was done because no substantive meaning could be discerned

from its interpretation.

i
-- -.. .. . .
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Reaction time analyses. All tests of the theoretical questions

involved either simple or complex comparisons of means within the

translation by progran-nlng conditions interaction. Therefore,

specific interest was directed to this interaction, and all other

significant effects were considered st:condary, unless they contxilbutud

to the clarification of a particular theoretical issue. The RT moans

and standard deviations of translation conditions, progrannning condi-

tions, and days are presented in Table 3. The translation by pro-

gra:ming conditions interaction was significant, F(9,63) = 20.81,

thus, the issues of independence, differential prograrling, and

serial versus parallel progranrming were exaunined iore closely.

Independence of selection and determination --- Two ,;ets of

interaction contrasts were computed using Scheffe's procedure to

ascertain if response selection and response determinatlon were in-

dependent processing stages. The first set of contrasts (colpat1-

bility by transformation) involved the four translation cordition

means within each prograring condition; each failed to reach signif-

icance as shown in Figure 2 and Table 4. The second set of centrasts

(set size by compatibility level) involved comparisons of two-choice

extent versus four-choice direction and extent, and two-choice

direction versus four-choice direction and extent for all combinations

of the four compatibility levels (SmC-Sml, SMC-ST, SMC-IST, SMI-ST,

SMI-IST, ST-IST). These data are presented in Figure 3 and Table 5.

Of the twelve contrasts, only SMC-IST for extent was significant and

... ... .. Memo..I Il I '
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Table 4

Compatibility-Transformation Interaction Contrasts for
RT in Experiment I (Means in msec)

SMC SMI ST IST D

Program None (227 - 237) - (225 - 242) - 7
Program Extent (258 - 348) - (271 - 362) 1 I
Program Direction (263 - 349) - (282 - 394) W 26
Program Direction (280 - 389) - (316 - 432) W 7

and Extent

this contrast showed a pattern of overadditivity.

Differential programmin -- A simple main effects analysis

was used to compare the four prograning condition means within each

translation condition (see Figure 4). The outcome of these tests

were significant and subsequent analysis of pairwise differences were

computed using Tukey's HSD procedure. For SMC, RT in the program

none condition (227 msec) was faster than the program extent (258

msec), program direction (263 msec), and program direction and extent

(280 msec) conditions, while RT's in these latter conditions were

equivalent. For SMI, program none (237 msec) had the fastest RT,

program extent (348 msec) and program direction (349 msec) were

slower, but equivalent, and program direction and extent (389 msec)

had the slowest RT. For ST, similar results were found: program

none (225 msec) was fastest, program extent (271 msec) and program

direction (282 msec) were slower, but equivalent, and program

I
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Table 5

Set Size- CompztibilitY Level Interaction 
Contrasts

for RT in Experiment I 
(Means in msec)

2 choice P(E) 4 choice P(DE) D 2 choice P(D) 4 choice P(DE)

SMC SMI SMC 541 SMC SM! SMC S141

(258 - 348) - (280 - 389) 1923

sMc ST SMC ST S1C ST SC ST

(258 - 271) - (280 - 316) 
1

SMC 1ST SMC IST SMC 1ST SMC IST

(258 - 362) - (280 - 432) 
= 48* (263 394) - (280 - 432) 21

sM sT SM ST SM! ST SMI ST

(348 271) - (389 - 316) 4 (349 282) - (389 - 316) - 6

s I ST SM sT SM 1ST S41 IST

(348 - 362) - (389 - 432) = 29 (349 - 394) - (389 - 432) - 2

ST 1ST ST IST ST IST ST IST

(271 - 362) - (316 - 432) = 25 (282 - 394) - (316 - 432) - 4

* p < .05

P(E) = program extent, P(D) 
program direction, p(DE) 

program

direction and extent

L
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direction and extent (316 msec) was slowest. Finally, in the IST

condition, RT was fastest for the program none condition (242 msec),

slower for the program extent condition (362 msec), slower yet for

the program direction condition (394 msec), and slowest for the

program direction and extent condition (432 msec).

Serial versusparallel proramini -- The four means

within a translation condition were also subjected to an interaction

contrast analysis where the difference in RT between program none and

program extent was corpared to the difference in RT between program

direction and program direction a;d extent (see Figure 4 and Table 6).

These contrasts were significant for SMI and IST and were under-

additive in nature. On the other hand, for SMC and ST these contrasts

were non-significant.

Table 6

Programming Conditions Interaction Contrasts for
RT in Experiment 1 (Means in msec)

P(N) P(M) P(D) P(DE) D

SMC (227 - 258) - (263 - 280) - 14
SMI (237 - 348) - (349 - 389) a 71*
ST (225 - 271) - (282 - 316) - 12
IST (242 - 362) - (394 - 432) - 82*

*p <.05

P(N) - program none, P(E) = program extent, P(D) program direction,
P(DE) program direction and extent
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R_espnse selection time analyses. Based on the rationale and

equations presented earlier, RT was partitioned in such a way that it

provided an estimate of response selection time. This new data set

was then examined for differential programming and serial-parallel

programming. Response selection times for extent (RSE), direction

(RS ), and direction and extent (RS ) are depicted in Figure 5.
D DE

For purposes of the experimental hypotheses interest focused on the

programming conditions main effect, which was significant, F(2,14)

38.75. The outcome of the differvntial progra-mming analysis (Tukey's

HSD procedure) revealed that RS (31 msec) and RS (35 msec) were
E

equivalent, but, both were significantly lower than RS (53 msec).
DE

The serial-parallel issue was examined via a complex comparison

(RSE + RSD versus RS DE) with Scheffe's procedure. This test yielded

a significant effect and the RT pattern was of an underadditive

variety.

Respo-nse deterimination time analyses. Just as it was possible

to compute an estimate of selection time, it was possible to compute

an estimate of response determination time for extent (RDE), direction

(RD ) , and direction and extent (RD ) in each of the three transla-
D DE

tion conditions. These times are presented in Figure 6 and Table 7.

The translation by prograrming conditions interaction was significant,

F(4,28) = 2.72. Post hoc inspection of the set size-compatibility

level interaction contrast revealed that only one contrast was

significant; SI-IST for extent.
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Table 7

Set Size - Compatibility Level Interaction Contrasts
for Response Determination Time in Experiment 1

(Means in msec)

2 choice P(E) 4 choice P(DE) D 2 choice P(E) 4 choice P(DE) D

SMI ST SMI ST SMI ST SMI ST
(80 15) -(99 - 38) -4 (76 - 21)- (99 - 38) 6

SMI IST SKI IST SKI 1ST SKI IST
(80 89) - (99 - 137) = 29* (76 - 116) - (99 - 137) - 2

ST 1ST ST 1ST ST 1ST ST IST
(15 89) - (38 - 137) - 25 (25 - 116) - (38 - 137) 4

P(E) program extent, P(D) = program direction, P(DE) = program

direction and extent *p < .05

With regard to differential response determination time, in SMI,

translation times for RDE (80 msec) and RDD (76 msec) were equivalent

and both were significantly faster than translation time for RD
DE

(99 msec); in ST, translation times for RDE (15 msec) and RDD (21 msec)

were similar and only RDE was faster than RDDE (38 msec); and in 1.ST,

translation time for RDE (89 Msec) < RDD (116 msec) < RDDE (137 msec).

Determination time was also examined for serial versus parallel

processing via a complex comparison (RD + RDD versus RD ). For IST,

this comparison was significant and showed an underadditive pattern.

For SI and ST this interaction was non-significant, however, inspection

of SI revealed a tendency for underadditivity, while ST showed a

pattern more in line with seriality (see Table 7).

l .. .. . ... .... .... .... . .....-
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Discussion

The primary objective of the present experiment was to determine

if the differential RT's among movement parameters, as reported by

Rosenbaum (in press), can be interpreted as viable response program-

ming effects. The assertion was made that Rosenbaum used a task

which necessarily required intermediate translations between the

stimulus and response. As a consequence, his reported RT effects are

inextricably confounded with tw:o processing stages; response determin-

ation and response selection. Since determination is usually not

considered part of the response programming process (Kerr, 1978)

interpretations about response programming and HP construction based

on this data are tenuous. To empirically justify such a conclusion

an additive factor experiment was designed to illustrate that

1) determination and selection are separate processing stages and

2) the presence or absence of a stimulus-response translation is the

factor responsible for the differential RT effects between movement

parameters.

It was quite obvious, however, that scant evidence was generated

in support of these experimental hypotheses. Considering the indepen-

dence issue, for RT the compatibility-transformation interaction

contrasts were non-significant, and for both RT and determination

time, the set size-compatibility level interaction contrasts %,ere,

for the most part, non-significant. Such fiudings suggest that either

these factors Influenced separate processing stages or that these K -
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results were partially or wholly confounded with an uncontrolled

factor(s) that interacted with groups and programming conditions.

This latter possibility will be considered in more detail after

briefly discussing the differential programming and serial-parallel

programming findings.

With respect to differential programming between extent and

direction, the suggestion was made that the presence of a stimulus-

response translation would result in a longer programming time for

direction relative to extent, whereas the absence of such a transla-

tion would result in equivalent programming times for these two move-

ment parameters. Let us first consider the RT data. 1.Jhen the mapping

among stimului and responseswas direct (the SMC condition), and thus

no translation, the times to program extent and program direction were

not significantly different (258 msec versus 263 msec). Such a find-

ing is consistent with the Goodman and Kelso (Note 4) data. Of the

translation conditions, only ST yielded a significant difference

(program extent = 362 and program direction = 394), although the non-

significant pattern in ST favored this finding (program 2xtent = 271

and program direction = 282). Thus, even though the type of trans-

lation required in the present experiment was different in nature from

that in Rosenbaum's experiment (spatial as opposed to verbal) the

differential RT effect was found, at least for the most difficult

translation group.

Additionally, the response selection time and response
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determination time analyses corresponded to the RT findings. In

selectici time, program extent and program direction were equivalent

(31 msec versus 35 msec), whereas, in determination time for IST pro-

gram extent was faster than program direction (89 msec versus 116

msec). Although one is unable to conclude that determination and

selection are distinct processing stages, these latter findings in-

dicate that the differences found in RT are attributable to stimulus-

response translation and not motoric programming operations. In

general, then, the outcome of the differential programming analyses

provide a partial account of the differences noted between Rosenbaum

(in press) and Good:ian and Kelso (Note *4). At the very least, the

present results point out that irrespective of processing stages,

when the direct mapping between a stimulus and its associated response

is disrupted overall RT includes a considerable translation component.

A comparison of selection and determination time illustrates this fact

very clearly (refer to Tables 15 and 16 on page 97 ), in that the

translation times consumed a much larger proportion of CRT than did

selection times in the SMI and IST conditions.

The final question of interest focused on the serial-parallel

nature of programming extent and direction. RT indicated that in the

SMC and ST conditions programming was accomplished serially, whereas,

in the SMI and IST conditions programming was accomplished simultan-

eously or in parallel. It is worth noting that although non-signifi-

cant, the pattern of results In both SMC and ST favored a parallel
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programming position. Response selection time and response determin-

at'on time showed analogous findings. Response selection time, which

is an estimate computed from the SMC condition, supported a parallel

interpretation, as did the 1ST estimate of response determination

time. Seriality clearly held for the ST condition, however, the non-

significant pattern for the SMI condition favored parallel processing.

These results also conflict with Rosenbaum (in press) because he

maintained that extent and direction had a serial programming re-

lationship.

Irrespective of the differential programming and serial-parallel

findings, the most striking aspect of the present experiment is un-

doubtedly the virtual lack of support for the independence of re-

sponse determination and response selection. It was alluded to

earlier that perhaps some extraneous factor was responsible for this

state of affairs. To evaluate the extent of such a possibility, the

entire data set was examined in more detail. This post hoc examina-

tion did indeed uncover an unwanted source of variance. Translation

conditions and programming conditions interacted with days, F (18,126)

= 2.63. A more detailed analysis of this interaction revealed it to

be primarily caused by the three conditions requiring a translation.

In the SMC condition and the program none condition of the three

translation conditions, RT was relatively stable across days. In

contrast, for SMI, ST, and IST significant decreases in RT occurred

across days in the program extent, program direction, and program
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direction and extent conditions, as well as the program direction and

extent -ondition in the SMC condition. Such a finding indicates that

performance in the three latter translation conditions was improving

across the three experimental testing sessions, while RT in the SMC

condition reached a reasonable level of asymptotic performance. This

result most likely occurred because of the greater experience in the

SMC task (recall that each subject participated in 5-8 training

sessions, each involving the SMC condition) and the more difficult

nature of the task in the _SMI, ST, and IST conditions.

Nevertheless, in the present context such a situation creates a

definite interpretive problem because it could very likely mask the

real operating characteristics and relationships of the processes

being studied. Moreover, one is unable to assume that the observed

relationships will remain constant after the differential effects of

practice are eliminated. In fact, Shiffrin and Schneider (1977)

suggest that practice or experience has a definite influence on the

operating charac-teristics of certain cognitive processes. Conse-

quently, the reliability of the data and validity of any interpreta-

tions or conclusions based on these data must be questioned and

accepted with reservation.

Before any definite conclusions can be made about the experi-

mental hypotheses under study, it will be necessary to eliminate this

contaminating factor from the data. The primary objective of

Experiment 2, therefore, is two-fold: 1) eliminate the significance
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attributed to differential practice and 2) re-test the stated exper-

im-ntal hypotheses. It was decided that the most efficient and

straightforward attack on this problem would be to replicate com-

pletely this initial experiment using the same subjects.

*1
1
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EXPERIMENT 2

In the previous experiment it was evident that performance in

the four translation conditions was differentially affected by

practice. This fact was apparent In the significant translation,

programming, and days interaction. As a result, it is difficult to

evaluate how closely the previous findings reflect the processing

operations of and the relationships between determination and

selection. Therefore, in an attempt to eliminate this differential

effect, primarily found in the translation conditions, the initial

experiment was repeated. A second purpose of this replication was to

ascertain the degree to which determination time and selection time

are affected by practice. Since determination time is perhaps more

significant than selection time in tasks where the direct stimulus-

response mapping is disrupted, Teichner and Krebs (1974) argued that

tie former will be reduced to a greater degree than the latter. If

such speculation is correct, it would provide additional support,

indirect in nature, that translation and selection processes are

independent operations.

Method

Subjects. Seven subjects from Experiment 1 agreed to continue

their participation in this second experiment and each was compen-

sated with $20 for their services.
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Apparatus. The apparatus and experimental arrangement were

identical to that described in Experiment 1.

Procedure, design, and analyses. In most respects, the exper-

imental procedures, design, and intended data analyses were congruent

with those from the previous experiment. There were, however, three

modifications of the procedures and design. First, the method for

setting the allowable maximum RT on any given trial was changed.

Rather than maintaining a constant maximum for all subjects in all

testing sessions, the maximum was individually determined for every

subject with each new testing session. The maximum RT on Day I was

the same as in Experiment 1, but on each successive day the maximum

RT was determined by the largest RT from the previous day. For

example, the maximum RT on Day 2 was set at two standard deviations

above the largest RT from Day 1. Second, the maximum allowable MT

was reduced from 200 msec to 180 msec. Third, the presentation

order of ST and IST was no longer counterbalanced. In Experiment I

there was some evidence (nonsignificant) that subjects who received

IST before ST had different RT patterns in these conditions relative

to those who had been given a ST-IST order. To circumvent any

potential significant effects, counterbalancing between these two

conditions was disregarded. Subjects were randomly presented SMC

and SMI, followed by ST and IST.

IMI1
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Results

Error rates. All subjects stayed within the bounds of 10%, thus,

no sessions had to be repeated. The error rate profiles (in percent-

ages) for each error type are presented in Table 8. Movement errors

were virtually non-existent and were no greater than .3%. Reaction

time errors were more frequent than in Experiment 1, with the largest

rate - 2%, however, such a result was most likely a function of zhe

more conservative method of establishing the maximum RT. In addition,

there was no evidence that these errors increased with translation

difficulty and the largest increase across a programming condition

was only 1.9%. Both response key and movement time errors tended to

increase slightly as translation difficulty and programming uncer-

tainty increased. But again, such changes were slight, with the

largest difference being 3.1%. Therefore, it seems unwarranted to be

concerned about differential error rates and the interpretability

problems usually associated with them.

Movemnt ti analysis. The results of an analysis of variance

are provided in Appendix A-2. The means and standard deviations for

translation conditions, programming conditions, and days are pre-

sented in Table 9. As in the initial experiment, the alpha level for

all tests of significance was set as .05, and probability values

below this level were considered significant, whereas, those Pbove

this level were considered non-significant. The main effects that

reached significance were programming conditions, F(3,18) - 19.06,

L_~
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direction, F(1,6) 8.88, and extent, F(1,6) = 111.60. Analysis of

programming conditions revealed that HT in the program none condition

(70 msec) was faster than program extent (74 msec), program direction

(75 mnec), and program direction and extent (76 msec), while none of

these latter conditions were significantly different. For direction,

MT's to the right response keys (69 msec) were faster than to the left

response keys (79 msec) and for extent, MT's to the near response keys

(58 msec) were faster than to the far response keys (90 msec).

In addition, direction and extent interacted, F(1,6) - 31.63,

and post hoc inspection showed that MT's were fastest to slowest In

the following order: RN(S5 msec) < LN(60 msec) < RF(83 msec) < LF

(98 msec). Also significant was the translation by direction inter-

action, F(3,18) = 3.23. This interaction resulted primarily because

MT's to the right response keys were equivalent in all conditions,

whereas, MT's to the left response keys in ST and IST were approx-

imately four to seven msec lower than MT's in SMC and SMI. Since the

ST and IST conditions were always presented last, this result suggests

that there was some sort of practice effect which differentially

influenced movements in the left direction. Finally, the translation

conditions, programming conditions, and extent interaction was sig-

nificant, F(9,54) 2.47, but because no substantive meaning could be

discerned from its interpretation post hoc analysis was deemed un-

necessary.
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Reaction time analyses. The RT means and standard deviations

of translation, programing, and days are presented in Table 10.

The three-way interaction of translation, programming, and days was

non-significant, F(18,108) = 1.07, and this result suggested that

performance in the translation conditions was not being differentially

affected by practice. Therefore, interest focused on the translation

by programming interaction, which was significant, F(9,54) - 33.54.

Independence of selection and determination -- Analysis of

the four compatibility by transformation interaction contrasts again

failed to reach significance as shown in Figure 7 and Table 11.

Table 11

Compatibility-Transformation Interaction Contrasts
for RT in Experiment 2 (Means in msec)

SMC SKI ST IST D

Program None (224 - 233) - (220 - 236) = I

Program Extent (253 - 315) - (254 - 313) = 3
Program Direction (259 - 317) - (268 - 327) - 1

Program Direction (274 - 352) - (284 - 360) = 2

and Extent

The set size by compatibility level interaction contrasts, however,

yielded somewhat different results (see Figure 8 and Table 12). Of

the twelve contrasts, seven were significant. These were: SMC-SMI

for extent, SMC-SMI for direction, SMC-IST for extent, SMC-IST for

direction, ST-IST for direction, and ST-SMI for dircetion. All the
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Table 12

Set Size - Compatibility Level Interaction Contrasts
for RT in Experiment 2 (Means in msec)

2 choice P(E) 4 choice ?(DE) D 2 choice P(D) 4 choice P(DE)

SMC SMI SMC SMI SMC SMI SMC SMI
(253 - 315) - (274 - 352) = 16* (259 - 317) - (274 - 352) - 20*

SMIC ST SMC ST SMC ST SMC ST
(253 - 254) - (274 - 284) = 9 (259 - 268) - (274 - 284) - 1

1ST SMCIST SMC IST SSC IST
(253 - 313) - (274 - 360) - 26* (259 - 327) - (274 - 360) - 18*

sMI ST SMI ST SKI ST SKI ST

(315 - 254) - (352 284) - 7 (317 - 268) - (352 - 284) - 19*

SKI IST SMI IST SMI IST SMI IST
(315 - 313) - (352 - 360) = 6 (317 - 327) - (352 - 360) 2

ST IST ST IST ST IST ST IST
(254 - 313) (284 - 360) 17* (268 - 327) - (284 - 360) = 17*

p < .05

P(E) = program extent, P(D) program direction, P(DE) program
direction and extent
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interactions were over-additive in nature, indicating that these

factors affected at least one common processing stage, presumably

response determination.

Differential progra-minK -- The simple main effects analysis

within each translation condition was significant and Tukey's HSD

procedure was used to test for pairwise differences In means (see

Figure 9). For SMC, program none (224 msec) had the lowest RT,

program extent (253 msec), and prograim direction (257 msec) had

equivalent RT's, and these two were 1cl.w'r than program direction and

extent (274 msec). For SMI, the identical pattern of results was

found, where program none = 233 msec, program extent - 315 msec,

program direction = 317 msec, and program direction and extent

352 msec. As for ST, program none (220 msec) < program extent (254

msec) < program direction (268 msec) < program direction and extent

(284 msec). A similar pattern was evident for 1ST since program none

(236 msec) < program extent (313 msec) < program direction (327 msec)

< program direction and extent (360 msec). Comparing these results

to Experiment 1, they are indeed very similar, and the only deviation

was that program extent is faster than program direction in the ST

condition, as well as the IST condition.

Serial versus parallel programming -- The specified

interaction contrasts within each translation condition are shown in

Figure 9 and Table 13. The outcome of these tcsts revealed that all

interactions were significant in an underadditive fashion.
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Table 13

Programming Conditions Interaction Contrasts for

RT in Experiment 2 (Means in msec)

P(N) P(E) P(D) P(DE) D

SMC (224 - 253) - (259 - 274) - 14"
SMI (233 - 315) - (317 - 352) - 47*
ST (220 - 254) - (268 - 284) = 18*
IST (236 - 313) - (327 - 360) - 44*

* p < .05

P(N) program none, P(E) = program extent, P(D) = program direction,
P(DE) = program direction and extent

Response selection time analvses. An estimate for selection time

(RSE, RSDo RS DE) was computed in the inanner described earlier and these

times are presented in Figure 10. The selection time main effect was

significant, F(2,12) = 51.86, p < .05, and post hoc simple comparisons

revealed that RSE (29 msec) was lower than RSD (35 msec) and both were

significantly lower than RSDE (50 msec). Serial-parallel programming

was tested via a complex comparison (RS + RS versus RS ) and the
E D DE

average of RSE and RSD was found to be significantly lower than the

RSDE value. Programming conditions also interacted with days, F(4,24)-

4.77, and was pflmarily caused by RS DE. Selection time when both

direction and extent were unknown was influenced more by practice than

were the other two conditions (see Table 15). Differential programming

was evident on all three days, as was the underadditive nature of the

RSE + RSD versus RSDE comparison.

E D DE
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Response determination time analyses. Response determination

times were computed for SMI, ST, and IST, and again within each of

these conditions translation times were derived for RDE, RD. , and RDDE.

The translation by programming conditions interaction was significant,

thus permitting a more detailed assessment of the theoretical questions.

This interaction Is depicted in Figure 11. The independence notion

was again tested by a set size by compatibility level interaction, and

in three of six instances significance was found (see Table 14). These

overadditive interactions were: ST-SMI for direction, ST-IST for extent,

and ST-IST for direction. The simple main effects tests within each

Table 14

Set Size - Compatibility Level Interaction Contrasts
for Response Determination Time in Experiment 2

(Means in msec)

2 choice P(E) 4 choice P(DE) D 2 choice P(D) 4 choice PDE) D

SMI ST SMI ST SMI ST SMI ST
(53 - 5) - (63 - 15) = 0 (49 - 13) - (63 - 15) = 12*

SMI IST SMI IST SMI IST SMI IST
(53 - 49) - (63 - 74) - 7 (49 - 58) - (63 - 74) - 2

ST IST ST IST ST IST ST IST
(5 - 49) - (15 - 74) =15* (13 - 58) - (15 - 74) =14*

* p < .05

P(E) - program extent, P(D) program direction, P(DE) - program

direction and extent

I
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translation condition were significant and further post hoc analysis

revealed that; in SMI, RDE (53 msec) was equivalent to RDD (49 msec)

and both were significantly faster than RDDE (63 msec), in ST, RDE

(5 msec) was faster than RDD (13 msec) and RDDE (15 msec), but RDD and

RDDE remained undifferentiated, and in IST, RDE (48 msec) < RDD

(58 msec) < RDDE (74 msec). Finally. the complex comparisons

(RDE + RDD versus RDE ) were significant for SMI and IST, but not for

ST. In the former two instances, the average of RDE and RDD was less

than RDDE, making the comparison underadditive.

The last issue addressed in this experiment was the degree to

which selection time and determination time were affected by practice.

From Table 15, it was apparent that additional practice had a very

minor impact on the speed of the selection process. In fact, comparing

Experiment 1, Day 1 to Experiment 2, Day 3, the decreases in selection

time for program extent - 6 msec, for program direction = 6 msec, and

for program direction and extent 12 msec. Furthermore, the percentage

of CRT accounted for by selection time changed very little across the

two experiments.

Again comparing between experiments, the results for determination

time were quite different from above (see Table 16). In SMI, average

decreases in translation time for program extent - 27 msec, program

direction 27 msec, and program direction and extent = 36 msec. In

IST, average decreases In translation time for program extent 40 msec,

3 for program direction -50 msec, and for program direction and extent

I



i6o

Table 15

Mean Response Selection Times (msec) of

Experiments and Programing Conditions

Experiment 1 Experiment 2

Direction Direction
Extent Direction & Extent Extent Direction & Extent

X 31 35 53 29 35 50
* 12.05 13.34 18.57 11.46 13.39 18.23

Refers to percentage of choice reaction time associated with response
selection

Table 16

Mean Response Determination Times (msec) of Experiments,
Translation Conditions, and Programming Conditions

Experiment 1 Experiment 2

Direction Direction
Extent Direction & Extent Extent Direction & Extent

Spatial--Motor X 80 76 99 53 49 63
Incompatible *% 23.00 21.78 25.40 16.83 15.46 17.90

Spatial X 15 21 38 5 13 15
Transformation *% 5.54 7.45 12.03 1.97 4.85 5.28

Incompatible X 89 116 137 49 57 74
Spatial *% 24.59 29.44 31.71 15.65 17.74 20.56
Transformation

* Refers to percentage of choice reaction time associated with response

determination

I
I.

.- i
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63 msec. In ST, average decreases for extent - 10 msec, for program

direction - 8 msec, and for program direction and extent - 23 msec.

The percentage of CRT accounted for by determination time was also

directly related to the size of these estimates, as well as the

magnitude of the observed decreases. When the translation was more

difficult (more time consuming) It benefited most from practice (SMI

and IST) and when the translation was easy to begin with (less time

consuming) it benefited least from practice (ST).

Discussion

Since differential practice effects were apparent in the initial

experiment the datavere deemed unreliable. In an attempt to alleviate

this extraneous source of variance, this second experiment replicated

the first using the same subjects. It was hoped that the differential

effect would be eliminated with additional experience, and thereby,

provide a more reliable indicant of the processing operations being

studied. The lack of a significant translation conditions, programming

conditions, and-days interaction indicated the experiment was success-

ful in this regard. In fact, eliminating the differential effect

seemed to markedly change the outcome of the experiment.

One result that was not different across experiments was

the lack of a compatibility-transformation Interaction. In fact, the

seriality was even more pronounced than in the initial experiment.

The IST condition appears to be most responsible for this effect since

its RT decreased to the point of being nearly equivalent to the SMI
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condition. It seems that the most reasonable explanation for this

occurrence is the ease with which the spatial transformation could be

performed, as evidenced by the ST condition., Therefore, this con-

ponent probably added very little to task complexity in the IST

condition, and given this fact IST and SI RT's should be very similar.

Such results do suggest that the compatibility and transformation man-

ipulations may not be useful in combination when one is attempting to

isolate the response determination processing stage; at least for a

relatively easy spatial transformation like that in the ST condition.

Although the compatibility-transformation interaction contrasts

remained non-significant, the set size-compatibility level interaction

contrasts were more encouraging. For the most part, SMI and IST

Interacted with the SMC and ST, indicating that the conditions re-

quiring the greatest amount of translation were also affected the most

by increases in set size. The overadditive nature of these contrasts

does indeed support the view that determination is a legitimate stage,

independent from response selection. Also, these contrasts were

significant for both programming extent and programming direction,

suggesting that both parameters were being programmed prior to response

initiation. Further evidence for the separation of determination and

selection was garnered from response determination time, in which set

size and compatibility level again interacted. The pattern of inter-

action was such that determination time for IST (both directio and

extent) and SKI (only direction) was more sensitive to increases in

!i

Ii l - 1 I I1.I I -... .. . I. . . __.... .. .. .. .. ..._
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set size when contrasted with ST. Collectively, then, the findings for

PT -nd determination time provide converging evidence that response

determination is an independent stage and that the effects of stimulus-

response translations are localized in this stage.

Recall that Rosenbaum (in press) reported differential RT effects

among the movement parameters of arm, direction, and extent whereas

Goodman and Kelso (Note 4) failed to replicate these results. The

principle difference between these two investigations was the nature

of the stimulus-response mappings: in the forner, mappings were in-

direct and in the latter, mappings were very direct or compatible. A

post hoc, but logical, interpretation of these findings is that the

presence of a translation induces differential RT's, and the absence

of a translation eliminates differential RT's.

The present investigation sought to test this hypothesis by

including tasks that varied in the type and degree of translation

required. In the direct mapping condition (SMC), overall RT in the

program extent and program direction conditions was equivalent. In

contrast, two of the three translation conditions (ST and IST) showed

that RT for extent was faster than RT for direction. These findings,

then, have replicated both the Rosenbaum (in press) and Goodman and

Kelso (Note 4) data, and they strongly suggest that differential RT's

are associated with the need to perform some translation process. The

estimates of response determination time were also complimentary to

the above conclusion. In the ST and IST conditions, the translation
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time for extent was less than for direction. An unexpected result,

however, occurred in the response selection time analysis. The

selection time of extent (29 msec) was significantly different from

the selection time of direction (35 msec), indicating that some of the

differential RT effect must be attributed to the response selection

stage.

On the surface this finding appears to be support in Rosenbaum's

(in press) favor, since it suggests that some of his observed RT

differences could have been response programming in nature. Such a

finding, however, fails to totally negate the importance associated

with the evidence substantiating the experimental hypotheses. This

statement is made for two reasons. First, the differential effect

was evident only after an extreme amount of practice. An amount con-

siderably greater than that received by Rosenbaum's subjects. By the

end of Experiment 2 subjects had experienced nearly 12,000 trials,

whereas, Rosenbaum's subjects only experienced 768 trials. Moreover,

for the IST group in Experiment 1, where significant differential

effects were found, the difference was localized in determination

time, and when compared to selection time, the largest percentage of

CRT was also in determination time. Given the practice level in the

Rosenbaum experiment, the IST data would seem to indicate his differ-

ences were most likely caused by the required translation. Second,

the magnitude of the differential RT effect between extent and direc-

tion in the Rosenbaum study appeared to be much larger than the

I II
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differences obtained in selection time in the present experiment.

Therefore, the most reasonable interpretation seems to be that

Rosenbaum's results reflect non-motoric processing operations, and

forces one to argue against the claim that his findings represent only

response programming operations underlying the construction of MP's.

Although one must conclude from the above findings that differential

programming and differential processing occurs in response selection

and response determination, respectively, the w ore significant and

prominent effects were caused by response detenrination.

One disturbing aspect of the RT and determination data was the

lack of a differential effect in the SMI condition. What makes this

result puzzling is that the translation appeared to be almost as

difficult as in the IST condition, where the differential effect was

found. Furthermore, the translation in the ST condition was consider-

ably easier, yet it too showed the differential effect. Thus, it

seems that difficulty of translation is not a factor entering into

the differential programming or processing effect. The only obvious

difference between the groups that showed the effect (ST and IST) and

those that did not (SMC and SMI) was the "go" light configuration.

Perhaps these results indicate that the spatial framework of the visual

display plays a role in creating the differeoces. Unfortunately, the

reasons or mechanisms behind such an explanation are unclear at this

point.



166

At this point it will be useful to dispell one potential criticism

of the results in Experiment 2. It is rather obvious that many of the

differences in means found to be significant in this second experiment

are no larger than the differences found to be non-significant in the

initial experiment. If fact, some are even smaller. Given these

circumstances, one might argue that the significant effects in this

latter experiment are merely a statistical artifact. Such an argument,

however, Is more imagined than real. In tasks such as those used in

the present investigation both overall RT and variability in RT decreases

with extended practice. As a consequence, group means become more

similar (resulting in reduced mean differences) and at the same time

estimates of error become smaller. Comparing experiments, these

characteristics are clearly identified in the translation and programming

conditions means and standard deviations, and also in the estimates of

iean square error. The end result is ultimately greater statistical

power in detecting smaller differences as being significant. Thus, one

would expect smaller effect sizes to be more important and meaningful

with well-trained individuals.

Comparison of selection and determination time across the two

experiments further implicates the dominance of the translation process

when stimulus-response mappings are less than optimal. Comparing

across experiments, the selection times for each programming condition

were virtually identical, as were the perceatages of CRT attributed to

response selection. Thus, within the constraints of the present
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Investigation, the programming times of extent and direction are

insensitive to practice. One qualification that must be made, however,

is that each subject received five to eight practice sessions in the

SMC condition prior to the start of the experimental phase of the

investigation. It may be that during these sessions programning times

decreased and achieved an asymptotic level, but was masked as a floor

effect in the latter sessions.

Teichner and Krebs (1974) argued that the locus of RT reductions

in tasks requiring a stimulus-response translation is in the efficiency

with which the translation can be completed. Further, they maintained

that the more difficult the translation, the more likely it will be

favorably influenced by practice. From the RT data, the most difficult

translation was in the IST condition, followed by the SMC and ST

conditions. This same leveling was also found in the estimates of

translation time. Moreover, decreases in determination time across

experiments were much larger than In selection time, at least for SMI

and IST. The small contribution of determination time to overall RT

in the ST condition also provides some indication that when the trans-

lation is relatively easy and well practiced, it can nearly be eliminated.

Thus, Teichner and Kreb's (1974) speculations are fully supported.

With respect to the serial-parallel programming issue, RT in all

four translation conditions supported a parallel programLing interpre-

tation: Vhen unknown prior to the "go" signal, the programming of

direction and extent was accomplished simultaneously. Further, these
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results are generally consistent with those in Experiment 1. It should

be noted that this evidence contrasts with the serial programming

conclusion reached by Rosenbaum (in press). The present data, however,

are not the first to oppose Rosenbaum's interpretation. For the pro-

gramming of direction and extent, Kerr (1976) reported findings that

support parallelism. Although much of Kerr's data suffers from problems

with speed-accuracy trade-off, in instances where this problem was not

apparent RT showed an underadditive pattern, and thus, parallel pro-

graimning.

For the most part, the response selection time and response

determination time finding also supported a parallel programming view.

In both experiments, selection time and the SMI and IST conditions for

determination time were indicative of parallel programming. In fact,

the only part of the data that gave no indication whatsoever for

parallelism was determination time in the ST condition. This result

clearly conflicts with those of the SMI and IST conditions and implies

that translation difficulty has some effect on the nature of the

processing within the response determination stage. When the translation

is relatively easy, and extent and direction are uncertain prior to

response initiation, the individual translations are done serially. In

contrast, when the translation is difficult and time-consuming, and

extent and direction are uncertain, the necessary translations are

completed simultaneously.

t . . .... .. -
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In summary, a reasonable amount oi support was generated for the

two principle experimental hypotheses. To substantiate the criticisms

posited against Rosenbaum (in press), it was first necessary to demon-

strate that stimulus-response translations were localized in a stage

other than response selection. This evidence was found in the over-

additive nature of the set size-compatibility level interaction contrasts,

and these results agree with previous findings that have shown a similar

interaction (Smith, 1979; Theois, 1975). 1ith regard to differential

prograrnning, the presence or absence of a translation was the explanation

offered to account for the discrepancy between Rosenbaum and Goodman and

Kelso. Again, the data revealed that such an interprctation provides an

accurate account of the reported differences. 11owever, there was some

indication that differential programming can cccur in response selection,

but only after considerable practice, and not all translations result

In differential processing. Compared to selection time, determination

time was longer, accounted for a larger percentage of CRT, and was

influenced more by practice. Finally, in most instances, parallel

processing and programming of extent and direction was found; yet another

result that conflicts with Rosenbauds data.
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GENERAL DISCUSSION

One of the primary objectives of response programming research

is to identify the underlying structure and composition of the MP.

With this purpose in mind, a number of investigators have attempted

to define the relationships among various movement parameters (e.g.

arm, direction, extent, duration) thought to be involved in the con-

struction of MP's. Recently, Rosenbaum (in press) has introduced a

variation of the partial advance information paraJigm (Leonard, 1958)

as another method for assessing the response progra=ning that necess-

arily precedes response initiation. In Rosenbaum's view, the utility

and explicit purpose of the movement precuing technique (as he termed

it) is to "shed light on the construction of motor programs after non-

motoric decisions have been made" (p. 2). The assertion in the

present investigation, however, is that Rosenbaum failed in his

stated purpose; to assess only motoric operations. The problem lies

not In the partial advance information nature of the precuing tech-

nique, but rather Rcsenbaum's conception of it. More specifically,

the experimental task designed by Rosenbaum inextricably confounded

measures of both non-motoric and motoric processing operations, and

as such necessarily forces a re-examination of his conclusions

regarding M construction.

Such a criticism is made because of the indirect nature of the
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mappings between stimuli and responses in the Rosenbaum (in press)

study. When a reaction stimulus and its associated response have a

straightforward or highly compatible relationship, RT within the pre-

cuing framework would certainly reflect just motoric operations.

However, in instances when these same mappings are indirect and

relatively unpracticed, non-motor, cognitive decisions (what has been

termed stimulus-response translations) make an unavoidable and sig-

nificant contribution to RT (Teichner & Krebs, 1974). Unfortunately

for Rosenbaum, the use of colored dots as "go" signals places him in

this latter category. The specific intent of the present study,

therefore, was to demonstrate that stimulus-response translations are

localized in a processing stage usually not associated with motoric

processing operations (Kerr, 1978) and to illustrate that the pres-

ence of these translations is the factor most responsible for

Rosenbaum's findings. From a HIP point of view, translations are said

to occur in a processing stage called response determination (Theios,

1975) and motoric programming operations are said to occur in a pro-

cessing stage called response selection (Kerr, 1978).

The results of Experiment I clearly failed to provide strong

support for either of the experimental hypotheses stated above. A

detailed inspection of the data, however, showed that a differential

practice was a significant confounding variable, and it was concluded

that this factor was either partially or totally responsible for an

Inadequate te-t of the above hypotheses. In Experiment 2, an attempt
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was made to eliminate this differential effect, primarily found in

the SMI, ST, and IST conditions, by re-testing the same subjects in a

replication of the initial experiment. The zesults revealed that the

experiment was successful in this regard, and in addition, consider-

able support was found for the experimental hypotheses. Response

determination was indeed shown to be an independent processing stage

and the presence or absence of a translation predicted whether

Rosenbaum's results would be replicated. Although the intent of the

reported experiments was to determine if Rosenbaum's effects were

truly response programming r. -ature, the outcome of these experi-

ments has several important implications for the response programming

area in general. Before Ohebe implications are discussed, however,

it will be enlightening to consider other response programming

experiment whose re -ults have direct bearing on the distinction be-

tween detetmination and selection.

In another recently completed doctoral dissertation, McCracken

(1979) provided converging evidence for the separation of the response

determination and response selection stages. In fact, these results

illustrate a very interesting relationship between the two stages.

In a somewhat different experimental task, but using the precuing

technique, McCracken examined the programming characteristics of

movement duration (150 msec, + 30% and 400 msec, + 30%), extent

(near and far), and direction (left and right). Eaeh subject's task was

3 to move at one of the designated movement durations and strike one of

iI
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four movement barriers situated in the frontal plane. Precues were

given verbally and two colored lights (red and green), mounted at the

base of each barrier, served as "go" signals. The desired movement

duration was cued by one of the colored lights (e.g. red - 150 msec

Iand green = 400 msec), while extent and direction information was

directly discernible once the reaction stimulus was illuminated.

Thus, an experimental situation was created in which two parameters

(direction and extent) were highly compatible, but the third

(deviation) definitely required a stimulus-response translation.

As expected, the number of parameters remaining to be programmed

had a significant effect on overall RT. As before, however, the data

of most interest was the partial pre-programming conditions. Within

the program one parameter conditions a differential RT effect was

found, where program duration was longest, program extent was shorter,

and program direction was shortest. As for the program two parameter

conditions, the programming of direction and extent was fastest and

the programming of duration and extent and duration and direction

were slower, but equivalent to each other.

When compared to Rosenbaum (in press), at least two major

differences are apparent. First, Rosenbaum reported that programming

time for direction was longer than programming time for extent,

whereas, McCracken (1979) reported a longer latency for programming

extent. Second, Rosenbaum found that the hierarchical effect in the



program one parameter conditions also held In the program two para-

meter conditions. That is, the time to program arm and direction was

longest, program arm and extent was shorter, and program direction I

and extent was shortest. In contrast, the same pattern was not

evident in McCracken's study. The time to program duration and

extent was equivalent to the time to program duration and direction.

McCracken (1979) argued that the reversal between extent and

direction had to be interpreted in light of their importance in de-

fining movement duration. More specifically, before duration can be

fully programmed, it is necessary to have some knowledge about move-

ment extent. In contrast, direction information provides little

additional knowledge that will facilitate the programming of duration.

Hence, extent mapintains a more important relationship with duration

than does direction, and when extent is unknown prior to response

initiation a longer RT latency will result.

For the purposes of the present discussion, however, the outcome

of the program two parameter conditions is a more provocative finding.

If Rosenbaum's hieiarchical pattern of results had have held in

McCracken's experiient the time to program duration and extent should

have been longer than the time to program duration and direction.

What does the lack of this difference imply? Three plausible explan-

ations seem reasonable. First, after the duration translation was

completed the two movement parameters were programmed in parallel.

Second. the programming of the compatible parameter was completed
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during the translation of the duration parameter. Finally, some

combination of temporal overlap and parallel programming of the two

parameters occurred. Based on the parallel programming relationship

that direction and extent had in response selection time of the

present experiments, it is conceivable that when paired with duration

any remaining unknown parameters are programmed simultaneously. The

second and third alternatives are, perhaps, more provoking because

they suggest a certain degree of temporal overlap between determin-

ation and selection. In other words, these stages of processing are

performing their respective operations in parallel. Although

Sternberg (1969) argues that one of the fundamental assumptions of

additive factor methodology is the seriality of processing stages,

the most parsimonious account of McCracken's data favors a temporal

overlap notion, and as Taylor (1976) points out, there is nothing

sacred about the seriality assumption. Moreover, Stanovich and

Pachella (1977) assert that the idea of overlapping stages increases

the predictive power of the additive factor method. Such issues are

certainly ones for future research to consider and it would seem that

a properly designed series of experiments could easily test them.

Rosenbaum (in press) and McCracken (1979) are not the only in-

t vestigators who have failed to recognize the distinctive processing

operations of determination and selection, and as a consequence have

confounded their results with these two stages. Megaw (1972),

5 Klapp (1977), Klapp and Erwin (1976; Expt. 3), Klapp and Wyatt (1976),

I
I



1T6

and Klapp, Wyatt, and Lingo (1974) are subject to the same criticism.

Megaw's experimental arrangement was described earlier and it was

pointed out that the movement task created a situation where extent

was spatially motor compatible, but direction was spatially motor

incompatible. He found that RT was longer when-direction was uncer-

tain, and on this basis concluded that it took longer to program

direction than it did to program extent. However, since RT for

direction was a measure of both translation and programming time

such a conclusion is invalid. Further inspection of Megaw's data

reveals additional support for the arguments being developed in the

present investigation. When he compared the time to program direc-

tion with the time to program direction and extent no differences

in RT were apparent. This result can be explained within the present

framework in one of two ways. Either the programming of extent and

direction was done in parallel or there was some temporal overlap of

the translation and programming operations.

Tn a series of experiments on the response programming of

durationKlapp (1977), Klapp and Wyatt (1976), and Klapp, Wyatt, and

Lingo (1974) have utilized a morse code key task involving either a

dab (hold) or a dit (release) response. For the hold movement,

ji subjects were required to depress and hold down the key, and then

after some specified length of time to release. For the release

Fl movement, subjects were required to simply depress and release the

key as quickly as possible. In each study, RT for the hold movement

I
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was longer than the release movement. Klapp and his colleagues have

interpreted this result to mean that the hold movement is more complex

because of its timing component and thus takes more time to program.

Inspection of the method of cuing responses, however, shows that

reaction signals were either colored lights or rows of lights that

had been arbitrarily designated to indicate a dit or dah response.

Here again, such tasks introduce and necessitate a translation,

thereby confounding cognitive and rotor processing operations.

Rather than the prograrmming of the hold movement taking longer than

the programming of the release movement, the differential time could

be localized in the translation times of these two responses, but one

is unable to isolate its locus because the two stages are confounded.

It would seem that in any of these experiments where the dura-

tion parameter was the only one being manipulated a test of the con-

founding notion could be done very easily and would simply involve a

Donder's type C reaction. In blocked trials, subjects would be

instructed to respond only if a colored light represented a pre-

specified duration and not to respond if a colored light represented

the unspecified duration. Since response selection time is assumed

to be minimal in such a task, it might provide a good index of the

length of the translation times for the movement duration parameter

fand whether these times differ from each other.

Providing one agrees with the foregoing arguments, it soon be-

comes apparent that the experimental manipulation of certain movement

JI
6I



1T8

parameters will almost always confound the determination and selection

stageq. The most obvious parameter is that of duration. With the

parameters of arm, direction, and extent, it is easy to design a

spatially motor compatible task where the mapping between stimuli and

responses is direct, and thus enabling the study of just response

programming operations. Within the limitations of the current

methods of studying response programming, however, it is difficult to

envisage an experimental setup in which the m.ipping for duration is

direct. Consequently, translation and programming will be confounded

components in the reaction latcncy. Perhaps the only way to allevi-

ate this problem is by giving V'xLreme amounts of practice in perform-

ing the task. In Experiment 2, there was some indication that trans-

lation times were considerably reduced with practice. In fact, the

spatial translation in the ST group was nearly eliminated with

practice. The real question though is how much practice will be

necessary for the same to happen with duration. After all, the

translation in the ST group was rather easy, yet it took an extremely

large number of trials to reach the level it did.

Based on the precuing studies completed to date, some prelimin-

ary characteristics of the response determination and response

selection stages can be identified. The processing within the re-

sponse determination stage is an interesting one because it seems to

display a certain degree of flexibility which is in some way related

to translation difficulty. That is, the difficulty of the translation

-- -
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to be performed determines whether the processing is done in a serial

or parallel fashion. When translations demand considerable time,

they are processed simultaneously, but when translations are rela-

tively simple or easy, they are processed serially. Thus, the re-

sponse determination stage has some adaptability in the typz of

processing it can perform, as well as flexibility in determining the

most efficient processing mode. Practice is another variable that

has a significant influence on the determination stage; the time to

complete difficult translations decreases dramatically with practice.

Probably the question of most interest is whether translations can be

completely eliminated with sufficient practice. As stated earlier,

there was some indication that a simple spatial transformation was

almost eliminated with extreme practice.

The internal processing of response selection can be character-

ized as being parallel; at least for the programming of arm, direc-

tion, and extent. Further, this conclusion applies to inexperienced

subjects (Goodman & Kelso, Note 4) and highly trained subjects

(present investigation). Although Rosenbaum (in press) favored a

serial interpretation of his data, the locus of that effect can only

be ascertained after the same subjects have performed a spatially

motor compatible task as well as his translation task. The actual

programing time of movement duration and its relationship with

other movement parameters has yet to be isolated in a single experi-

ment, thus no conclusion about duration is possible at this time.

j1__
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Perhaps the most Interesting relationship is seen when one con-:

siders the possible interactive nature of determination and selection.

McCracken's (1979) findings in the partial pre-programming conditions

suggest that the operations of these two stages can overlap in time,

meaning that while the translation for one parameter is in progress,

the programming of a second parameter, not requiring a translation,

can also be done at the same time. Realizing the usual reservations

about advocating post hoc interpretations, an experiment that ad-

dresses this issue on an a priori basis is now needed. If support

can be generated for the temporal overlap hypothesis, it will point

out a temporal relationship bcween determination and selection that

will be difficult for future response programming theorizing to

ignore.

In conclusion, one of the most revealing aspects of this study

has been the demonstration that several investigators have violated

an assumption basic to response programming. This is the notion that

CRT Isolates and measures motoric processing operations after all

other cognitive decisions have been completed. It was shourn that

cognitive decisions (stimulus-response translations) are necessarily

introduced whenever stimulus-response mappings are indirect. It was

further demonstrated that the locus of these translationr was in a

processing stage not usually reserved for programming operations

(Kerr, 1978). Moreover, it was pointed out that certain movement

parameters (e.g. duration) and experimental manipulations (e.g.spatial

.a
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motor incompatibility) induce these intermediate translations. There-

fore, if such instances are to be of continued interest within a response

programming framework one of two choices must be made: either response

programming experiments must be designed to preclude the cognitive

component, or the contemporary view of response programming must be

re-formulated to consider response organization processes that encompass

both cognitive and motor processing operations. The latter course seems

to be the more judicious since it will promote and encourage a variety of

theoretical issues concerning MP construction that might otherwise be

ignored.

The second alternative seems preferable from a practical viewpoint,

also. Given that humans, in any instance in which they are required to

not only process information from some machine (be it computer, airplane

instrumentation panel or tracking device) but to also physicall- respond

on the basis of that information, seek to perform rapidly and without

error it seems extremely appropriate that recognition of both cognitive

and motor processes be maintained. From this research it is apparent,

for exam.ple, that requiring the operator to translate somewhat abstract

Informational stimuli to overt actions can significantly increase the

latency of the motor response. It is more advantageous to give the stimuli

and the desired response greater copatability in order to ensure that

unnecessary cognitive activity is avoided, and to lessen the larf.e costs,

In time, personnel, and money, that extensive practice under noncopatilhle

stimulus-response conditions seems to require.
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Introduction

In no aspect of science pledging paradigmatic all-giance to

experimntal psycholog$ are the consequences of our reductionistic

approaches resounding i ore clearly than in motor behavior. It has

become increasingly ap},arent that the 'facts' one learns from studying,

for instance, discrete single limb resporses to discret.e single-instance

stimuli have, at best, only a limited influence on our understanding

real or potential -- of the organization of complex purposive acts.

Specifically, in attempting to understand the bases of process and

]unction, scientists have often examined very simple acts, and in doing

so have perhaps pursue6 the notion that single limb movements need to

be understood before c rnplex multiple-linib activities can be addressed,

or that on the basis o single liml- truirms, bimanual characteristics

can be deduced. Receni evidence on bimanual movements, as equivocal

as it may be on a finer experimental level, has clearly and undeniably

revealed that the principles associated with single limb movements are

not at all easily transferred to two-hanced movements, even those

occurring in similar experimental settincs.

The desire to accelerate the trend away from such limited and,

for all intents and purposes, inapplicable experimentation to that with

some e-ological validity provided the broader o' this experiment's

basic purposes. At a w ore detailed level, it was hoped that two

recentl, proposed mode s of bimanual coordination could be distinguished

experimentally.

In order to fully recognize the impact of traditional research's

retardation of the examination of ecologically valid behaviors, and in
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particular, of bimanual movements, it is worthwhile to review the

few scattered pockets of data.

Early Research on Bimanual Acts

The behavioral and neuroscientific areas of research have

produced very few accounts of bimanual co-)rdination control characteristics

although interest has been expressed, on dd occasions, from as far

back as the beginning of this century (Wcdworth, 1899). The first

serious, scientific address of bimanual c ordination began in the 1960s

and it included Air Force-sponsored research (e.qi., bimanually operated

navigation equipment. The earliest research was essentiall grounded in

attempts to see if (not how) himans could perfori bimanual movements.

Simultaneously, Paillarc (1949', Warrick and Tur ier (1963), and Bartlett

and White (1965) all fot:nd tha:, indeed, a high degree of temporal

synchrony was possible. Norri- (1964), however, in using qross motor

responses, found that despite urgings to perforr. simultane'usly, subjects

could not do so. The greater the task dissimilirity between each limb,

the greater the difference in iaaction time (RT), she found.

Much, if not all, of this work was undertaken atheoretically,

but in 1965, Peterson cid an experiment similar to Norrie's (1964)

and concluded that, in terms of the response-response (R-R) compatibility

notion effects arise whenever two or more separi:te responses are

carried on concurrently. The data, like Norrie's (1964, 1967), revealed

distinct interactions of performance acrcss hands: in Peterson's terms,

"the level of performanc? of one hand (executing one respoeise) depended

upon the nature of the response made with the other hand" (1965, p. 236).

These studies pr)ved to be accurate forecasters of both the data and

debate that has arisen recently.
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Contemporar, Research of Bimanual Movements

One of the first to address bimanual interactions theoretically

was Cohen (1970, 1971) who noted that since, with the exception of

Norrie (1964) and Petey son (1965), only mirror-image movements

using homologous musclt groups had been examined, acceptance of any

general control conception on the basis of such movements could be

misleading. Cohen's experiments were planned to determine the locus

or loci of the noted iixterference between the limbs; that is, whether

the interactive effecti occurred as a result oI competing motor

commands or as a result of competing afferent Lnformation.

Cohen (1970) found that alternating flexion and extension move-

ments in the ipsilateral limb were modified by action of the other limb.

These modifications which occurred immediately after contralateral

action was initiated included a momentary halt in ipsilateral limb

activity, a change in the rate of ipsilateral alternation, or a

premature reversal in the direction of the alternating movement.

Never uas an unbroken rhythm of alternation found in the ipsilateral

limb, and resumption of the alternation was almost always out of

phase with the initial rate. Passive movements of the contralateral

limb did not affect the pattern of alternation in the active limb,

ven when the subject was for.:ed to attend to it by counting the

number of passive rovements, and nor were any effects apparent when

the ipsilateral limb exerted a constant isometric torque.

Interpreting these results, Cohen (1970) posited that the pri-

mary cause of the interference is an overload upon the "central

signal processing mechanism" (p. 271) which, in turn, causes a
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reduction in the generation of motor commands to th., moving lifb. The

role of such a regulatory mecnanism, Cohen proposed, is to reduce the

effect of competing afferent signals irom the two limbs, and its

operation could be seen to be manifested in the disruption of the

pattern in the moving limb to the e<tent that it becomes synchranous

with the contralateral pattern; the mechanism attempts to make redund4nt

one set of afferent signals by making them the same as the other set.

Subsequent data (Cohen, 1971) indicated that the precision and speed

with which bimanual movement sequences can be lenerated depends on the

muscle groups involved. While his earlier aff*orent overload hypothesis

can be supported by these data (synchronous mi -ror-image movements

effectively generate the same peripheral inforsation from each limb,

thereby requiring the monitoring of only one set of information), it

does not necessarily rule out tho possibility of efferent interferenco

occurring during its transmissiont from each hemislhere. Preilowski

('975) challenged Cohen's position on the basis o! evidence generated

by experiments wit:i partic.l and complete "split-brain" patients. Rather

than accepting a capacity - based model of bimanual interaction,

Preilowski (1975) hypothesized that the noticeable interac ions were the

result of efferent interactions, and that they occurred at subcortical

levels; a suggestion which has other support (Brinkman & Kuypers, 1972),

but one which Cohen (1970) either did not consider or rejected.

Preilowski's model (1975), which has been used by others to explain data

(e.g., Marteniuk & MacKenzie, 1980; MacKenzie & Mi.rteniuk, 1981),

postulates that for mirror-imaqe movements (to be performed at the same

degree of intensity), the efferent commands match each other, and although

they interact bilaterally during their transmission, they do not interfere

with each other. 3owever, if the par~uneters for he movement are

different for eac. limb, int, rference would occur at the points of1
-.i _. . . . . . . . . . .
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bilateral interactions (which may extend, it it argued, as far down as

the spinal level).

Recent evidence of Kelso, Southard and Goodman (1979a, 1979b) provides

ground for rejecting Cohen's (1971) contention that motor commands

for each limb dre generated independently with a transcollosal (cortical)

interaction linking mirror-image movements. Thtee experiments, employing

the same paradigm, but altering the direction o movement in each

experiment, consistently revealed that when two hands are required to

make simultaneous, but not necessarily equidistant movements, the hands

begin moving at the same time and also strike the designated targets

simultaneously. The data also revealed that the hand moving to the

difficult target "d.ctated" tc the other hand the movement time, that is,

the "easy" hand slowed down to pair itself with the difficult hand; and

not only did the "easy" hand elongate its response time, but it did so

without disruption to its own kinematic pattern. It did not ariive at

its target and then wait for the other hand to catch up (as Norrie's, 1964,

data indicate it ci.n in more conplex tasks); rather, it followed a

different velocity, acceleration (and, obviously, displacement) pattern

but in the same time fiame as the other hand.

Subsequent evi ence (Marteniuk & MacKenzie, 1980)

has strongly challenged the view that, in bimanual acts, the two

limbs are constrained to act as one unit. In an experiment with a

very similar pc'radiqm, Marteniuk and t:ac~enzie failed to support the

Kelso, et al. findinq that in bimanual movements response time

in-rcae.v-s only in the land moving the sh~rter distance; Marteniuk and

MacKenzie found also the reciprocal effect where the response time
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for, say, the left hand in the difficult-difficult conditions decreases

when paired in a difficult-easy conditions. It mit:ht be remembered

that Norrie (first in 1964 and more clearly in 1967) and Peterson

(1965) also found such interactions, although they did not choose to

interpret them within any theoretical context. Preilowski (1975) Cid

interpret his (similar) findings, and proposei that the commands

originatirg from each hemisphere interact -- by way of a sort of

neural 'crosstalk' --- at one or more locations to produce inter-

ference in the contralateral limb. Subsequent data collection

(Marteniuk et al., Note 1) and interpretations (MacKenzie & Marteniuk,

2981; Marteniuk, 1981) have also l.d to the cc.iclusion that, while

,ncapable of dismissing coordinatie structures (Kelso et al., 1979a)

as a control phenomena, the evidence does not "support the notion that

coordinative structures lie latent in the CNS, ieady for immediate use"

(Marteniuk & MacKenzie, 1981, p. N 4).

A conclusion to the review of the sparsely istributed body

of literature on bimanual coordination might be just as well concluded

by recognizing that all the eviden-e that has examined both symmetrical

ind assymmetrical iovements revealod distinct interaction effects.

That such interference across limb3 occurs exists, there can be litile

doubt. However, it is the precise nature of the interactions which is

cause for theoretical consideration and the impetus for this experiment.

Rather than using a button-pishing task, a track is used, and rather

than varying movement amplitide movement directions vary for the hands.

Specific questions and hypotheses about the issues can be addressed

in terms of each of the dependent variables used; reactior time andI
I
-r - n -
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movement time. In general terms firstly, support for the coordinative

structure interpretati .n of Kelso et al. (1979b) would come from

data which show that the two hands are initiated and terminate

movements together, regardless of whether the task for each hand

is similar. Furthermore, if the data reveal that for unimanual

straight mov ,ments, reaction times and movement times are lower

than those fcr unimanual turning movements, as the research in the

past would suggest, and if they then reveal that the turning limb in

a bimanual act "dictatas" the response time for the straight-moving

limb (by elongating it from its unimanual condition), further

corrolx ration of the Kelso et al. (1979b) data will have been generated.

On the other hand, indications that the hands only perform in

temporal synchrony when movement synchrony exists would reinforce the

interference models of Preilowski (1975) and Marteniuk and MacKenzie

(1980). That is, this model would predict temporal dysynchrony when the

tasks are different fo- each hand, but synchrony when the movements are

mirror images of each )ther.

Interpretation of bimanual movement times is partially dependent

upon the nature of unimanual straight ani turning movements. Assuming

that differences are apparent in these movements, support for Kelso et al.'s

1. (1979a, 1979b) positioi would be derived if, (a) movement times for each

hand are equal for eac hand when performing similar or dissimilar tasks

or (b) there is a hands by direction interaction. Any difference

between hands in unimanuil dissimilar tasks is reduced significantly when

the hands are paired together but only if the interaction is such that

the "easier" task's movement time is lengthened while the more difficult

task's time is re)itively unaltered. The Marteniuk and MacKenzie (1980)

stance would also he reinforced by a hands by direction interaction

... . .... .. _.. .
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but with the specific requirement that t'e interaction can be interpreted

according to interference and facilitation hypc:heses That is, by using,

for instance, the bimanual straight movements as baseline values, an

increase in the left hand movement time would ba predicted by having

the right hand perform the more difficult turning movement. Similarly,

by taking the bimanual turning movements as a control value the left

hand's movement time would be decreased if it was then puired with the

right hand moving s:raight. Such results would be predicted by

Preilowski's (1975) efference interference model and have already have

been found with both distance and mass as independent variables Marteniuk

and MacKenzie,(1980.)
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METHOD

Subjects

The subjects were 12 col'ege age volunteers (6 male, 6 female)

all of whom were right-hand dminant.

Appa.'nt us

The a;,paratus (see Figure 1) consisted of a plywood base 56 cm long,

79 cm wide and 5.50 cm thick) mounted on a standard table (73 cm high).

Overlying the plywood base was a 1 mm thick sheet of plexiglas which

served as the bottom of the track along which the subjects' hands were

to move. On top of the plexiglas were placed four 4 mm plywood cutouts

which st rved to described the four possible tracks. At the ends of

,ach tr.ack were placed 2 mm thick pieces of galvanized steel serving as

start and fini ;h targets. On each of the two pieces which were the

startting positions was a triangtular piece of nonconducting tape that

describod exact starting points. The subjects began each trial with

both hand-held (pen-grip) metal 4.5 cm long styli resting on the tape

apexes. Tne end-point metal pieces were taped so that 4 cm2 targets

(2 cm x 2 cm) were defined. The tracks were designed so that each hand

could mi|ke two possible movements, each of 37 cm; one, a straight ahead

;novement and the cther a movement which for the first half duplicated

the first but which after the halfway point described a smoothed



- -20i

2 2

,3

1 -2 _ _ i

MY J _ _ _

Figure 1: Diagram of experlmental apparatus. 1, starting positions;
2, ta gets; 3, styli; 4, trial switch; 5, reaction and move-
ment time Indicators; 6, direction indicators. See text
for dim(.nniols.
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right-angled curve away from the center-line to the target. The bounds

of the track, which were constant 4.5 cm in width, were formed by the

plywood sections and specifically by sections of 2 nn thick wire

which served to indicate whether any novement was interrupted by a

collision with the barriers.

Centered directly 70 cm in front of the subject, who sat at the

midline of the apparatus, and at the end of the straight tracks were

two metal boxes, one :itting upon the other. The upper box (10 cm by

5 cm by 5 cm) had a 4 cm by 2 cm panel through which four separately

lit directional arrows were arranged (each arrow measured 2 cm by I cm

and was 24 cm above the apparatus. The arrow- were arranged to maximize

their compatibility with the movements they corresponded to. The lower

box (21 cm by 15 cm by 9 cm) displayed RT and MT (the slower of each

in the case of two-handed movemcnts) as KR for each hand through its

interface with the Digital Equipment Coiporation PDP-8e mini-computer

and the apparatts. The computer was re.sponsible for initiating all

lighted arrow displays with the .ppropriate (500, 1000, and 1500 msec)

interstimulus intervals, collecting and printing out all reaction,

movement and total response times, categorizing and listing all task-

related errors and performing initial data reduction. The apparatus

was wired so that seven different types of errors could be correctly

Identified; reaction time errors (where the subject either responded to

the movement stimulus in less than 100 msec or in longer than 500 msec),

movement time errors (where MT was also outsite the designated range

100 msec to 500 msec), barrier errors (where the wetal stylus touched
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the wire track borders), number-of-hand errors (where the incorrect

number of limbs responded), target errors (where a correctly moving

hand touched an incorrect target), anticipation errors (where the

moving hand(s) left the start position prior to tie movement stimulus),

and errors occurring when the act was initiated but no target was con-

tacted.

While the computer controlled the (rand m) order of task require-

ments, a manually operated switch was used b% the subject to bring on

each subsequent trial. This allowed each subject to determine his or

her own pace throughout each testing session.

Task

The task of each subject was to move the hand-held metal stylus

from the start position along the track to the designated target as

fast and as accurately as possible after receiving the visual move-

ment stimulus, without corumitting any of the possible errors. The

subjects were required to direct visual attention to the light display

and not to the hands once the movement task was known.

Procedure

Eight equally frequent (across a testing session) experimental

conditions were used. .Each trial's characteristics depended on whether

the task required a one-handed or a binanual move-ient, whether the move-

ment was to be made with the left or right hand, and whether the direc-

tion was straight ahead (S) or whether it involved a change in direc-

tion (T). The n~iture of the task was explained to each subject
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on each of five days of testing, with the instructions particularly

emphasizing speed and accuracy. When eac. subject indicated

comprehension of the task and its requirements the day's trials began.

To begin each trial, the subject flipped the manual switch and the

light(s) indicating the task (and warning the subject that movement

will be rpquired) were illuminated for a period of one second. The

light(s) then went out for the variable foreperiod and the same

light(s) were then relit to indicate the movement stimulus. The sub-

ject responded as quickly as possible to the stimulus and moved as

quickly and accurately as possible to the designated target. On com-

pletion of the task, the computer recorded the relevant information,

including times and errors, and awaited the subject's flipping of the

switch to go on to the next randomly predetermined trial. On each of

the six days, each subject received 96 trials, with the qualification

that those trials be correctly performed. Any trials on which errors

were committed are randomly reinserted in order by the computer, and

no data from errored trials were used in the analysis. The order of

the entire set of 96 trials was stored in the computer and prior to

each testing session a start position was randomly selected so that,

theoretically, each subject could receive any one of 96 possible trial

orders.

T
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Design and Analyses

A within subject design was employed with the factors Subjects

(12),Hands (2), Number"of hands (2), Symmetry of direction (3), and

Time (2) crossed. Analyses of variance (ANOVA) of both RT and MT

were employed, and post hoc analysis by Scheffe's method was performed

subsequently. In addition, several nonstatistical tests of phenomena

of particular post hoc interest were performed. In all instances a

0.05 level of statistical significance was invoked.

While significant main effects were expected, it was with respect

to certain statistical interactions that major interpretative focus

was directed. For this reason, it was felt that ANOVA and then post

hoc contracts were preferable to a series of contrasts performed in

lieu of ANOVA. Error rates were measured and categorized but were not

subjected to any statistical tests.
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Results

The experimental results are presented in three divisions; those

rlating to error rates, reaction time and movement time. Error rates,

utsd here primarily as an indicant in data interpretations particularly

of, but not limited to, possible experimental artifacts such as speed-

acciracy trade-offs. The RT and MT data are subject to statistical

analysis.

Error Rates

For each of the six designated types of error, Table 1 presents

the experiment wide error rate(calculated as being 26.6% on Time 1 and

19.9% on Time 2). It is immediately noticeable that the overall error

rate Is far higher than might normally seem respectable. By conve-ition,

error rates in most research of motor skills sek error rates below

10 or 12%. In consideration of criterion error rates before the exper-

iment was initiated (bu: after pilot data indicated the likelihood of

an inflated rate) it wa; decided that, given the uniqueness of the task

and the desire not to c'mpromise any ecological validity the experiment

may have possessed, error rates would reflect actual subject performance.

That is, a subject would not forfeit a day's practice if his or her

error rate exceeded the conventional criterion. However, the task

used, requiring as it did a restrictive trajectory accuracy require-

ment, might also be considered more difficult than many other experi-

mental motor tasks. In this respect, it is clear that barrier errors

account for almost 50% of all errors made.

I
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Table 1: Error Rate Profile for Each Movement Condition, Error Type,
Time and Hand (L/R). Note: In Time 1, each cell represents
288 trials; in Time 2 each cell represents 432 trials.

Error Type*

0

9-44

0

o 0~

4)

4.. .4 *E-4E-4

S. 1 2 5 4 0 4 2 12

2 8 6 6 4 2 8 34

.S 1 5 6 3 2 4 2 22

2 8 3 7 3 2 3 26

T. 1 3 43 2 4 8 7 b7

2 5 56 5 2 2 8 78

.T 1 2 18 2 5 4 3 34

2 10 42 6 0 1 4 63

SS 1 4/1 8/8 0/0 1/0 4/5 3/3 14/11

2 3/6 3/5 0/0 2/1 7/5 4/4 19/21

TT 1 15/8 40/35 0/0 19/8 4/2 20/18 88/71
2 4/7 44/37 0/0 6/4 5/5 17/15 76/68

ST 1 6/6 5/37 0/0 12/23 6/5 12/26 41/97

2 5111 16/66 0/0 16/3 2/2 13/18 521100

TS 1 4/7 63/10 0/0 15/6 12/12 19/15 123/41

2 8/8 103/7 0/0 15/2 7/5 22/12 155/34

TOTAL 1 63 288 11 95 70 130

2 83 388 24 58 45 138

See Method for explanation md definition of abbreviations.
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Table 1 also reveals, when equated for cell numbers, that there

is a slight decrease in rror rate from fime I (Days 1 and 2 of practice)

to Time 2 (Days 3, 4 and 5) across all crror categories. As is discussed

in more detail below, this decrease is c-ncomitant with RT and M!T

decreases, one indicati,in that the data are not contaminated by a

speed-accuracy trade-off.

With respect to barrier errors, a number of trends seem to have

emerged. Firstly, incontrasting one-handed and two-handed barrier

error rates, there is support for the assumption that bimanual acts

are more difficult to execute than single hand movements. Secondly,

however, it is also apparent that the type of bimanual task influences

barrier error rates; there is a remarkable degree of similarity of

.iror levels in symmetrical movements. Although not discernible from

Table 1, barrier errors on any one trial in symmetrical movements often

(but not always) occurred in both hands. Across all error categories

is a reasonably consistent pattern of error rates; higher rates in the

movements requiring a change in direction. This trend is particularly

conspicuous with respect to barrier, MT, and target errors, and is

not restricted to bimanuil movements only. Specifically, of the

bairier errors committed in the bimanual conditions, 87% were made by

the turning hand (87% in the symmetrical movements and 88% in the

asymmetric:al movements). In the unimanual conditions, 89% were asso-

ciated with this movement. The barrier errors were committed equally

often by the left and right hands in the symmetrical bimanual movements
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whereas in the asymmetrical conditions the left hand committed more

barrier errors in turning than did the riqht. Howe;er, it is apparent

that the trend in barriers was more influ-,nced by tae movement direction

than by any possible handedness influence. Rocus i3 now directed

toward statistical analysis of RT and MT, and possible confirmation

of the trend.

Reaction Time Analysis

As mentioned in stating the problem central to the experiment

significant main effects for the independent variables were of less-

than-crucial importance. However, it was expected that they would

all be significant and would be valuable in their provision of a

basis of expectation of response characteristics. Fcr instance, a

significant main effect of Time (F(1,11) = 14.33, p<0.05) was expected

bectuse performance improvement with practice is one of the most robust

phenomena in all of skills research. Beyond this check of the data,

the main effects have little value in terms of the theoretical issues

being raised. The main effect of direction synmetry revealed a

clear increase of RT from the unimanual conditi)n through symmetrical

and nonsymmetrical bima-iual movements (F(2,22) = 12.48, p<0.05). Post hoc

analysis revealed that the nonsymmetrical bimanual condition had

higher RTs than both of the other two, which in turn were not statis-

tically distinguishable.

. . .. I
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The basic bimanual-unimanual RT difference was substantiated by

the Number of Hands main effect, F(1,1l) = 70.40, j<0.05; two-handed

movements being associated with longer reaction la:encies than one-handed

movements. The mean RT differences between left and right hand

(collapsed across all conditions) was not significant, F(l,ll) = 2.61,

p<0.05; the left hand taking on average less than 3 msec less time

to initiate a response than the right.

It is the interactivity of the three independent variables,

direction symmetry, hards, and number of hands, which holds the key to

the interpretative con-ecture. The ANOVA indicated that three

2-way interactions, all involving these three factors, were significant

and that one three-way interaction (again with the factors D, N and H)

was significant. It is a characteristic of the ANOVA, however, that

is not fully capable of distinguishing what are some very interesting

individual hand and direction relationships, for which Scheffe's

post hoc procedures were used.

Figure 2 displays RT for each of the unimanual conditions (alone

and dual refer to unimanual and biranual movements respectively).

These data are the most inconclusive of the experiment since it is

apparent that different things happen during turned movements than

during straight movements when performed unimanually. There is no

mean RT difference between left and right hands when each moves straight

alone (36 msec vs 341 msec), and there i3 none when they perform

I
!I
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together (lthough the means are elevated by 18 msec, a significant

amount). The turned movemont condition, however, follows a very

different pattern: the unimanual difference in hands RTs (89 msec) is

not only very large but, in relation to the straight-alone condition, is

of far greattr magnitude. Furthermore, the right hand also has a lower

mean RT value than the right hand in tie straight condition. This

ver-y striking set of data will be discussed below, in conjunction with

the MTs of the same condition. Of more interest than either of these

observations is the very clear influence of having the two hands perform

..the :anme turned movement together rather than individually. The 89 msec

difference completely disappears (the mean RT difference between left

and right hands in the turn-dual condition is not significant) and it

disappears in an unu;ual way: the left hind, which could react in a

invan of 376 msec alone, could react in 329 msec when paired with the

right hand! This significant RT decrease is ioupled with an increase in

RT for the rilht of very similar magnitude (47 msec and 39 msec, res-

1 pectively). A large amount of the Discussion is devoted to the explica-

* tion of these data.

The two conditions, then, had different influences on RT. Two

straight movements perforned bimanually took longer to initiate than

when they were performed individually, but turned movements took some-

where between the RT values of their individual components. That

when performed bimanually, RTs for each hand were similar is a consis-

tent finding; the nature of the RTs in relation to the individual condi-

tions makes for more interesting speculation (see below).

II
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Figure 3 displays mean RTs for e.tch of the four bimanual conditions.

The SS and TT (transferred, incidenticallypfrom Figure 2) reveal almost

identical left-right RTs although they are not, as conditions, similar.

The heavy interaction portrayed in Figure 3 reveals that in nonsymmetri-

cal movements, too, left-right RTs are very similar. How.ver, the nature

of the RTs seems to be highly dependent on the particular task required

of each hand. It is clear, for example, that when the left hand (to go

. I straight) is paired with the right (turning) (ST) its RT is lowered sig-

nificantly from even the synetrical condition (SS). The left hand is

now reacting more quickly than it did earlier. The right hand turning

(the fastest of all unimanual conditions) in the ST condition maintains

its RT at the same level as in the TT condition. Precisely the opposite

effect appears in the TS condition. The left hand turning alone (T.) is

the slowest of the four individual condition3 and when paired with the

(individually faster) right hand moving straight, slows the right down,

to a level significantly higher than in the SS condition.

In both asymmetrical movements, then, it appears that the turning

requirement has the major influencE on RTs, at least more so than handed-

ness. That the influence can be facilatory and inhibitory is of sub-

stantial theoretical significance i.nd will be discussed in more detail

below.
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Table 2
M~ean Reacation Timeis and M.ovemecnt Times

(with stan~dard deviaticns)
and Total Time for cich hand and movement condition.

Times arc in misec.

IIFT RIGHT

Tctat 1A RT Conidmon R T 1.IT Total

618 282 336 S.
(46) (2,0)

.S 341 256 597
(20) (41)

738 362 316 T.
(42) (10)

.1 287 333 620
(22) (37)

641 287 154 S5 353 288 641
(52) 23) (23). (53)

100 371 129 1iT 326 366 692
(50) (31) (33) (43)

6,9 334 325 ST 325 382 707
(45) (29) (33) (45)

765 389 316 TS 376 336 712

PT -; roce lime MTI = Movemn 2 : (44)
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Table 2 represents the mean values and stanlard deviations for

RT in the significant DNH interaction (F (2,22) : 217.00, p<0.05).

Post hoc analysis revealed that in no bimanual c, ndition, symmetrical

or non-symmetrical, was there a RT difference be ween hands. The

significant differences were found to be between directions. As noted

above, the main effect of time of practice (T) was significant

(F(1,11) = 14.33, p<0.05), yet equally conspicuous is the consistent

nonsignificance of T-related interactions. Figure 4 reveals that

basic factorial relationships, regardless of the r individual significance,

were maintained in the second practice period.

Movement Time Analysis

As for RT, a priori interest in the ma.n effect of each independent

variable was primarily directed toward the checking of expected trends

rather than theoretical interpretation. Foc all four factors, the main

effect was significant (for T, F,(1,11) = 17.47; for D, F(2,22) =

66.88; for N, F(1,11) = 284.39; and tor H, F(1,IL) = 25.63, p<0.05 for

each effect). In all cases, the differences were in the expected directions,

and for D, post hoc comparisons revealed that unimanual movements, which

in turn, were faster than nonsymmetrical movements. Acain, it was to

the interactions that most of the theoretical a id interpretative focus

was directed.

The MT ANOVA revealed the existence of only two significant interactions.

One, DN (F(2,22) = 20.95, p<0.35), parallels the RT finding and is indica-

tive of the elevation of respoise latencies in bimanual task over the

unimanual ones. The other interaction to reach significance, DH (F(2,22) -

14.42, p<0.05), reveals the equalizing influence that bimanual movements

1!
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have over otherwise distinct unimanual hand differences. That is, when

the hands make movement; individually, the left hand is significantly

slower than the right, et that difference is almost completely

irradicated when the same movements are :ombined in the symmetrical

bimanual condition. Figure 5 displays this relationship clearly. In

addition, it seems that the left hand, being slower, dictates overall

movement latency to the right; in both the SS and TT conditions, the

combined MT is no higher than the slower hand was individually.

It is with respect to MT differences in asymmetrical movements that

intriguing patterns emerge. Unlike the RT data, which revealed a

highly significant DNH interaction, the same interaction for MT was

not significant. Howevor, this analysis of the data* effectively

clouds what is a distinct and highly interesting result. Unlike the RT

data, where the hands began moving at tie same time, they did not

.ctually move with the same temporal symmetry. Figure 6 shows that a

straight movement (either S(T) or (T)S) had the same mean MT, but since

this was a nonsymmetric 1 movement, it was always faster (by an average

of 50 msec) than the hand having to turn en route to the target. rhis

difference was found to be significant by post hoc analysis. The Turn

condition had a similar equality across hands (382 msec for the left,

376 msec for the right) and a similar inequality within a task. Comparing

Figures 3 and 6 reveals the difference in performance during non-

*The reason for this lies pri:narily in the way the data were

arranged for analysis; namely, the two straight movements were arranged
one against the other, as were the two turned movements. Figures 3
and 6 represent their iactual relationship: ST and TS.
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symmetrical bimanual movements. Table 2 combines tle RT and MT

means and standard deviations and reveals clearly the relationship.

As for the RT data, the intera:tive influence of time of practice

was not present. In no case did T enter any significant interaction

with another variable as is revealed in Figure 7. Interhand differences

(whether significait or nct) were not disturbed over the days of

practice.
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Discussion

The primary intent of this experiment w-is described as an attempt

to reconcile recent equivocalities in data and interpretations of bi-

manu,,l movement characteristics. Given the ab;ence of a substantial

amount of previous experimentation, it was not expected that the experi-

ment would completely unequivocate the issues or explain the complexi-

ties of two-handed movements. With respect to the intent, the data

are essentially inconclusive; at once refuting one position at another

contradicting an alternative accoint, yet all the while :cemingly fail-

ing to be consistent in these reversals of refutation. Wile certain

effects, found elsewhere, have been replicated here, the iiost basic

question-whether two-handed movements of differing response com-

plexity are temporally linked--seems to have been only partially resolved.

Before discussing thi data in terms of broader theoretical issues,

however, it is necessary to distinguish the possible methodological

idiosyncracies of the experiment from unequivocal experimental effects.

The reaction time data are the source of one of the two major

methodological problems. Figure 2 reveals highly disparate RT patterns

for the two hands in the two unimanual conditions. That is, when the

left and right hands are to make straight movements up the track, there

is no difference in their individual mean RTs (341 msec vs. 336 msec).

In the turn condition th,,re is a large differe-ce (376 msec vs.

287 msec), and one which is further ,-omplicated by the fact that the

right hand has a far low. r mean RT than the right hand making a
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straight m;.ovement. Tt was initially expectod that the turn condition,

being more c ymplex (Clencross 1973; Henry S Rogers, 1961; Kerr, 1975),

would be associated with longtr RTs. Instt,,d only the left hand in

the turn condition follows this expectation. One possible explanation,

for which the error data may ,ventually be valuable is that in the turn

conditions subjects adopt a radical speed-accuracy trade-off strategy,

sacrificing movement time for reaction time in the right hand, and

the reverse in the left hand. This reasoning would seem to have strong

support in the MT results where the right hand in the turn condition is

far slower than in the straight condition (see Table 2). It may also

be, however, that it is not the data from turn-alone condition (T. and

.T in Table 2) which is influenced by a trade-off. Instead, it seems

equally, aud possibly ,tore, likely that it is the KT for the right

hand moving straight which is artificially high. Two points would

seem to support this possibility. One, simple RTs, where subjects know

completely prior to moving what the task involves, tend to be lower

(in other motor tasks) ti]an the 336-341 msec range found here. Values

lower than 200 msec are not uncowrnon is small discrete movements, and

even larger movements (cf. Norrie, 1964; Kelso et al., 1979a) report

RTs lower than 300 msec. Secondly, if it is only this one datum

that is artificial, and if it is imagined to be at a truer, lower level

(e.g., 250 msec) the unimanual RTs seem to be aligned as expected.

Nont theless, there are three reason- -- none individually convincing

perhaps--which cast some doubt on the only-a-trade-off explanation.

Firstly, the trade-off issue can also (and not necessarily independently)



be described in terms of MT and error rates, an,! in this respect it does

not appear totally convincing that subjects are sacrificing MT at all;

error rates are consistently higher in both unirnanual turn conditions

than in the two straight movements despite the mean MTs also being higher.

Furthermore, a trade-off explanation would, prima facie, seem to require

application to more than just one potentially spurious datum point; the

others, here, do not seem accommodating in this regard. If subjects are

using a trade-off strategy it does not seem to have been very successful.

A second reason for mediating against the trade-off reasoning is that

subjects were explicitly instriicted to avoid utilizing such a strategy

(after pilot data indicated a similar pattern). Thirdly, the pattern of

results was noticably consistent across all 12 subjects. It seems diffi-

cult to accept the argumont that every subject !ould ignore explicit in-

structions about adapting such an approach, espcially when the instruc-

tions were repeated at least daily and often during the testing session.

There may, however, also be one silver lining in this m, thodological

cloud. The fact that a large and highly significant unimanual interhand

HT difference exists makes it almost complete irradication in the bi-

minual condition even more pronounced. (It remains unfortunate that

there was no unimanual difference between hands in the straight con-

dition--one there, and its subsequent removal when performed biranually

would have greatly enhanced the interpretative power of the

dita). Such a finding, to this extent of analysis, is consistent with

the data of Kelso et al. (1979a) and Marteniuk et al. (Note 1). It

is the direction of the DH interaction wich offers more pertinent clues as to

the organization of bimanual movements. Neither of the aforementioned

papers reported interactions of the type found in the turn condition. Like
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the straight condition, they both found elevations of bimanual RTs over

unimanual RTs for the same movements.

In the nonsymmetrical bimanual movements (ST and TS) neither the

Kelso et al. (1979a) nor Marteniuk et al. (Note 1) position is suppor-

ted particularly well. While RTs are identical for each hand (despite

their having to move differently) it is the turn vhich determines the

overall RT level. In he case of the expected data being actually

qathered this would strongly support the Kelso et al. position, but as

was mentioned, the expected data were not the gathered data, and it

seems as if a RT can be altered to an eqial and opposite degree when

paired with a left or right turn. The reaction time data, then, alone

do not provide any clear support for either theoretical position. Are

the movement time data any more supportive? A ialysis of the main

effects and interactions would seem to sliggest that, yes, there are

consistent trends, ones which would give weight to the Preilowski

(1975) - Marteniuk and MacKenzie (1980) model of bimanual interference.

According to this account, when movements of differing difficulty

(and the 'difficulty' need only be a term arbitrarily given to empiri-

cally generated .nimanual condition differences) are pe-formed bi-

manually, 'neurail cross-talk' Interftres with the performance of the

ihahs, altering the temporal pattern of both, but not to the extent of

iaking the 2TFs equal in each hand.

Figure 5 displayed the two significant interactions generated

when uni,'arual movments are combined in symmetrical bimanual task.

, The data are highly consistent with those reported by Kelso et al.

(1979a) and :'artetiuk et al. (Note 1); any MT differences existing in

the unimanual condition are absent in the bimanual condition, 3nd the
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level of the bimanual T is similar to that of the slower unimanual

HT (i.e., the slower hand dictates movement speed to the faster hand).

It is ,sith respect to nonsymmetrical bimanual movements that the

data seem capable of distinguishing between models and predictions.

Figure 6 clearly showed that MT differences which exist between uni-

manual directions are maintained when combined bimanually, the turn

condition has significantly slower Mrs than the straight condition in

the unimanual, symmetrical bimanual, and nonsymir-etrical bimanual con-

ditions. Kelso et al. (1979a) reported that 80Z of the total response

time difference under unimanual conditions disappears in the nonsymmetri-

cal bimanual condition. Analysis of Table 3 r, veals that in this

experiment the difference reduction* (from 143 msec to 102 msec) was

only on the magnitude of 28.2%, an amount more consistent with the

Preilowski-Marteniuk model. The data are indicative of temporal

differences across hands in biwanual tasks of differing complexity,

and run counter to Kelso et al.'s (1979a) claim tliat, like more innate

interlimb acts such as locomotion, teyoral linkages between limbs

spontaneously and consistently arise. Although thir data are suppor-

tive of an extension of the model derived from such evidence to dis-

crete movement:i of varying amplitudes, it does not seem to have found

support here where direction chnges were required.

The total time mean of (T. + .T) from (S. + .S) contrasted with
the S r.n-ans in ST and TS and the T means in ST and TS.
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However, there is one important istsue that may serve to accentuate

the nongenerality oF bimanual organization. Unlike both the Kelso et al.

(1979a) and Marteniuk et al. (Note 1) experiments, which used button

pushing tasks, this experiment required subjects to slide along a defined

track to a target. Although the target did not travert:e the entire track

(and therefore made terminal accuracy a priority 'specification' in

preparing or executLng the response), it did not force the subjects

to make a strict movement termination. Instead, merely contacting the

target was sufficient to stop the MT clock(s), and although the experi-

mental instructions included a directive to stop on the target, and not.

pass through it, there was no control that such was actually taking place.

It was felt that the crnstruction of barriers preventing target overshoot

would not fully control the problem since subjects could then rely on

the barriers to termirite the movements. This would not require any more

definite 'specificaticti' than no barriers.

In attempting to resolve the question of whether the MT differences

were robust or were, is Kelso et al. (1979a) might argue in defense of

thir model, merely a function of the task requirements, the absolute

w differences betweei hands were plotted as a frequency distribution.

Within interpretative limits, it seemed likely that if the data were

indeed robust and con-istent phenomena the frequency distribution would

reveal a unimodal polat close to each mean value (48 msec for the

ST condition, 53 msec for the TS condition) with a reasonably leptokur-

tic characteristic. -n the other hand, if the (imagined) rebuttal

was fair, the frequenc y might be observed to be more scattered across

each of tte intervals (more platykurtic perhaps). Figures 8 a and 8b
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show that there is sone justification 
to the argument that the 

2

differences are not consistent, and therefore not robust or useful

in the way of theoretical interpretation. Both reveal neqlatively

skewed distributions (without being particularly leptokurtic).

There is other evidence, however, that the bimanual organization

model proposed by Kelso et al. (1979a) is not unassailable. One

premise that it has i that bimanual actions ari organized as one

functional muscle collective. Even if the above concerns relating to

this premise are tempcrarily overlooked, their model also seriously

implies the consistency of such an organization. However, it should be

recognized that evidence for such premises has been primarily extracted

from mean RT and MT data; that is, from data which, when presented, may

have washed out crucial individual trial characteristics. For instance,

in this experiment the mean condition RT values may imply that

there is a powerful irterlimb coordination. Such is not necessarily

the case. In an attempt to determino the correlational characteristics

of limb differences in RT and MT, individual trial data were subjected

to a linear regression inalysis for cach of the four bimanual conditions.

It was expected that if temporal invariance between limbs is a robust

phenomenon, and not onE artificially created by the use of mean values,

the correlated hand dilference!; for RT and MT would be high and nega-

tive in all four conditions. Linear regression analysis revealed that

even for symmetrical bimanual movements the correlations are not high

(R = - .51 for SS; R = - .49 for TT), and for the nonsymmetrical

conditions, they are of 2ero-order magnitude (R - .07 for ST; R -.17 for TS).

I

ii
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Even without the emphasis on the correlation coefficients, and although

the mean difference for RTs is near zero, there is a wide range of

values, in both the positive and negative directions. Clearly, the

consistency reflected in mean values produce a 3omewhat distorted

picture of actual trial-by-trial fluctuations ii temporal coordination,

and the argument that interlimb coordination ma, be instantaneously

generated--as Kelso et al. (1979a) maintain--se-ms strained. It should

be noted, however, that they also reported very high within-subject

correlazions between hands in all bimanual moveients tlthough the

dependeit variable(s) used in the analysis were not mentioned). It

is felt that the correlations used here wcre equally, if not more,

representative of interlimb tiring charactaristics than single RT,

MT or total time analyses since they involved buth RT and MT inter-

hand differences.

II
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Conclusion.

Three key issues ,,rovided the impetus for the experiment: one, the

perceived need for mor.e evidence which could accentuate the impotence

of models of motor behavior developed through mechanistic devices

and computer metaphors while at the same time furthering the cause

for ecological valid research; two, the development in recent years

of a concerted scientific interest in two-handed movements; and three,

the ambiguities existent in current explandtions of bimanial task

organization.

This experiment has, we are convinced, important things to offer

philosophical-methodological arguments in motor behavior. For example,

the data, whatever their more detailed ambiguities, do reveal that what

can generally be established as scientific fact in one-handed movements,

can only--and should only--be restricted to such mozements; they do

not transfer well to bimanual movements. Regardless of the theoretical

model one might advocate, it is appa-ent, not only from these data

but also from those of Kelso et al. (1979a) and Marteniuk et al. (Note

1), that there is genuine interactivity of the two limbs: they do not

operate independently. If nothing else, the experiment may increase

the caution with whic. researchers seek to transfer, apply and recombine

their data. This exp-riment, to the extent that the data are

methodologically irreoroachable, adds weight to the argument (outlired

above) that there is ar more to the operation of the human action

system(s) then uniman al data can reveal.

It is with respect to the finer aspects of the data, however,

that ambiguities arise such that further work becomes especially critical

to better understandings. The possibility of minor methodological

artifacts sotwithstan:ing, the data seem to offer particularly compelling

support for Marteniuk et al.'s (Note 1) model of two-handed coordination.
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This model (originally developed by Preilowski, 1975) predicts that

when two hands are required to make nonsymmetri-al movements there is

a neural interaction during output of two (for want of a simpler term)

motor programs such that the normally slower hand can be made to

move more quickly through its unintended 'pilferirg' of the command

to the faster limb. This interaction, Preilowski suggested, could

occur at any and/or every level of the neuraxis prior to exit to the

individual limbs.

However, there is another animidaversion to which this interpre-

tation can be subjected. Although the data reveal clearly that the

MTs of individual hands do not undergo any temporal linkage when

the tasks are asymmetrical, it is not equally clear that the type of

task used here is sufficiently 'like' the others used to varrant a

wholesale transfer of interpretatioi. Earlier, it was noted that

unless very stringent terminal accuracy requirement, are made there

is the possibility that I-T is not particularly apprtopriate dependent

variable.

4
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R~eference Note

1. tMart'qniuk, R.G.., C.L. MacKenzie & D.M. Baba, Simultaneous control

of upper limb movements: information processing and neural

interaction effects. Unpublished manuscript, 1981.
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INTRODUCTION

There has been much discussion concerning the importance of

information generated within the cent-al nervous system. Indeed a

lebate over the essentiality of central versus peripheral informa-

tion has dominated the motor control literature for many years.

Experiments aimed at clarifying the functional significance of

what may be termed the central commands from the brain and

sensory feedback from peripheral receptors resulted in a debate

over which is the dominant source of information for movement

regulation (Laszlo, 1966; McCloskey, 1973; Taub & Berman, 1968).

The major issues were kept at a restricted level: the centralists

repeatedly demonstrated the ability of organisms to perform

certain types of motor acts in the absence of feedback and the

peripheralists repeatedly demonstrated performance decrements when

feedback was degraded (Glencross, 1977; Schmidt, 19771 Stelmach,

1979). It became clear that neither a strict central noz a

strict peripheral explanation in isolation could explain adequately

all phenomena observed. More recent attempts have moved toward

examination of the interaction and integration of these two sources

of information and away from their lichotomy (Bizzi, 1980; Cooke,

1980; Capaday & Cooke, 1981; Turvey, Shaw & Mace, 1978).

One aspect of this central-peripheral debate that has received

much attention is the notion of internal feedback (Anokhin, 19691
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Evarts, 1971; Ito, 1974) which refers to the duplication of efferent

activity that remains in the central nervous system for a variety

of possible purposes. The functions this information may serve,

the form it may take, and its destination are topics which have

seen intense research and speculation.

Much of the early investigation on efference copy and corollary

discharge involved the study of eye movement and perceptual

stability, however application to other perceptual and motor

systems has also been examined (McCloskey, in press; Miles & Evarts,

1979). Of specific interest here is the role of internal feedback

in the phenomenon of rapid error corrections. This phenomenon

has been observed most often in step tracking tasks and choice

reaction tasks where errors in direction are observed to be

corrected in less time than response latencies to external stimuli.

The explanation offered in most cases posits that errors were

detected centrally via the efference copy, even before the movement

was begun. Therefore the corrections were not in response to the

external consequences of the error but to its earlier specification

in the original efferent command.

The idea that efferent copies are monitored for errors has been

a convenient explanation of this phenomenon and has received

considerable empirical examination. However, many of the studies

conducted to substantiate central monitoring of efference have

found only partial support due to methodological and theoretical

issues. Differences in what constitutes an error, how and where

I.
,a - - ... . . . -
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to measure errors, and which analysis is appropriate here obscured

meaningful comparisons and a comprehensive approach to the study of

central monitoring of efference. Further examination of the concept

is warranted to rectify some of these issues. And, in light of

a recent alternative advanced by Schmidt and Gordon (1977) to

explain rapid error corrections, experimental differentiation of the

two plausible hypotheses is indicated. The present study sought to

examine the phenomenon or rapid error corrections in the context of

choice reactions where variables of expectancy, efferent activity,

and efferent complexity are manipulated.

The possible benefits to be derived from the study of rapid

error corrections revol% mostly around the acquisition of information.

As a phenomenon, it has implications for sporting situations and

man-machine interfaces where response time is critical. In these

situations, individuals often respond to external information, and

the importance of internal information is not emphasized. More

importantly, study of these phenomena may make substantial contribu-

tion toward identifying forms and functional usages of internal

communication within the central nervous system. Such information

could also be useful diagnostically in the evaluation of scme

motor disorders. Since rapid error corrections occur naturally

and are beneficial, their study usually concentrates on determining

the mechanisms responsible.

I
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REVIEW OF LITERATURE

This review of literature is organized in two sections. The

first section introduces the concept of internal feedback in the

nervous system and evidence suggesting that such pathways exist

and may subserve the function of feedback loop. Ways in which the

efferent command may benefit movement other than perceptually are

examined in the second section on central monitoring of efference,

concentrating on the phenomenon of rapid error corrections and the

false anticipation hypothesis.

Internal Feedback

Feedback, in an engineering sense, is that property of a

closed loop system which permits the output (or some other

controllable variable of the system) to be compared with the input

to the system (or an input to some other internally situated

component or subsystem) so that the appropriate control action

may be formed as some function of the output and input. Often in

motor behavior literature, feedback is restricted to information

arising only as a direct consequence of muscular contraction and

movement, a limited application of the term. There is abundant

anatomical and physiological evidence to show that the output of the

neuron is directed not only to some target in a sequential chain

of neural and motor events but is also fed back onto the neuronal
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systems that initiated it (Evarts, 1971). As such, it is no less

important than the feedback of the response. Internal feedback

provides a vehicle by which the signals that are generated centrally

in the nervous system to control a movement may also be compared with

a reference mechanism centrally, yielding an appraisal of correctness

without contribution of peripheral feedback. Pathways leading from

motor to sensory, motor to motor, and sensory to motor areas

demonstrate this recursive nature of the central nervous system.

Indeed, there appears to be a variety of pathways information from

the motor cortex may take to return to sensory systems: via the

pons and cerebellum, via the dorsal column nuclei, and via the

interneuronal pools of the spinal cord (Evarts,' 1971).

Cerebro-cerebellar connections have received large amounts of

investigative attention as loci of internal feedback, predicated in

part by their massive interconnection and the fact that the

cerebellum receives input from peripheral sensory areas also. Ito

(1974) suggested that these interconnections allow the cerebellum

to monitor cortical output and feedback corrective signals to cortex

in order to correct errors of cortical output long before this out-

put gives rise to motoneuronal discharge. The dynamic loop

hypothesis of Eccles et al. (1967) maintained that in response to a

pattern of pyramidal tract discharge (motor command) the cerebellar

nuclei can compute the correctness of the command and return a

modified version to the cerebrum, resulting in corrections prior to

useful peripheral input. The estimated time for information to
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traverse this loop is around 20 msec.

Having established that possible pathways exist, what other

evidence is there to support the notion of internal feedback?

Internal feedback demands that there be predictable discharges in

the centers mediating this feedback preceding movement. Thach

(1970a,b) found some cerebellar nuclei cells that fire well before

movement and suggested that cerebellar activity could modify

cortical output after its issuance but prior to any movement. Evarts

(1973) also found cells in the precentral cortex, basal ganglia and

cerebellum that all discharge prior to movement. He demonstrated

that the ventralis lateralis of the thalamus and the cerebellum,

both pathways from the motor cortex back to itself, discharge prior

to learned movements (10-110 msec prior) and well in advance of

response feedback (Evarts, 1970). Evarts (1974) also recorded some

single units in the postcentral, sensory cortex that modified

their discharge prior to the onset of muscular activity, suggesting

a type of motor output from the sensory cortex. However, Bioulac

and Lamarre (1979) demonstrated that the neurons of the primary

sensory cortex cease to be influenced by movement when the animal is

deafferented, suggesting that the discharges observed to be modified

by movement both before and after the movement are mainly the result

of sensory feedback from the periphery.

Further indication of loops that may monitor central events

is found in certain afferent paths that reflect the activity of lower

motor centers and are only indirectly concerned with peripheralIi

___________
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events. Oscarsson (1970) reported a fairly long internal feedback

loop through the ascending pathways to cerebellum which may be

involved in signalling events within the CNS. The ventral tract

neurons of mesencephalic cats with deafferented hind-limbs continued

to discharge during locomotion just as they had prior to sectioning,

suggesting that these neurons were dependent upon descending commands

at the segmental level, not peripheral input. While these ascending

pathways appear unsuitable for. specific peripheral information, they

are suitable for carrying information about the activity in pools

of interneurons that are simultaneously reflex centers and links

in descending pathways. Oscarsson (1970) speculated that this

internal feedback loop assesses the planned movement by relaying its

effect on lower motor centers back to the cerebellum for further

modification.

Central Monitoring of Efference

In addition to the proposed perceptual role of internal

feedback, two informational roles have also been hypothesized.

The first role assumes that movement information coded in the

efferent command is available to the individual. Accessing this

information allows him or her to localize objects in space and to

learn and perform movements in the absence of sensory feedback.

The second role involves the detection and correction of errors in

the efferent command. In either case, the nervous system is seen

to monitor the efferent command -entrally, extract the required

information, and alter behavior accordingly. Jones (1977)

suggested that a copy of the information sent to the muscles is

*'
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also sent to a storage location in the central nervous system

where this efferent copy is nc!iitored centrally, eliminating the

delayL inherent in the delivery of peripheral information. Thus

movements can be carried out in the .bsence of peripheral information

and/or corrected without external error information. This latter role of

central monitoring of efference will be considered in the next

sections.

Raoid Error Corrections

The phenomenon of rapid error corrections has been observed in

saccadic eye movement, step tracking tasks and choice reaction

tasks (CRT) where errors in direction are corrected with ]atencies

shorter than response latencies to external stimuli. Central

monitoring of efference has been proposed as the source of these

rapid corrections; hypothetically, errors in Ilie efferent conmmand

are detected centrally even before the movemient has begun. Therefore,

corrections are not made in response to external consequences of the

error, but instead to its earlier specification in the efferent

command. Thus, what is usually seen following the stimulus to move

is the start of an incorrect movement followed soon after by a

reversal to the correct direction.

I
L ... . |I
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The first section reviews some of the interpretations of

corrective saccadic eye movements in the dark. The second group

of studies on rapid error correction utilized the task of step

tracking where subjects were required to track a signal which

periodically deviated from its home position by steps (as opposed

to ramps or sine waves). The third se-tion on error corrections

include some early work on serial choice reaction tasks (Rabbitt,

1966, 1967, 1968) and more recent studies on discrete choice

reaction tasks.

Corrective Eye Movements. Rapid error corrections occur

in eye movements as well as in limb movements. They are observed

when the eyes move from one target to another using two saccades,

the first saccade under- or overshoots the target and the second,

corrective movement brings the eyes on target approximately 125 msec

after the first saccade (Becker & Fuchs, 1969; Weber & Daroff, 1972).

Retinal information cannot be the sole indicator of this visual error

since the corrective saccades occur in darkness also. What then is

the stimulus for this second saccade when no retinal information is

available?
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Becker and Fuchs (1969) investigated the effect of changes in

target position (±50) on parameters of the corrective eye movement.

If the change occurred coincident with onset of the initial

saccade, the corrective movement would arrive successfully at the

new location but its latency was extended to that of a normal

reaction time (240 msec). If the change occurred 70 msec after

termination of the initial saccade, two types of responses occurred:

either the second saccade occurred after a fast latency (160 msec)

but was directed to the previous (now incorrect) target, followed

by a third corrective movement to the new target after a normal

reaction time; or the second corrective movement went to the new

target position but only after an unusually long latency (366 to

413 msec). The authors suggested that large fixation changes may be

preprogrammed as a package composed of two movements: a large

movement which always falls short or long of target, and a smaller,

corrective movement to the target. Since direction and amplitude

are already built into the "package," the visual error sampling

time can be significantly reduced, explaining the decreased latency

of the second saccade and its occurrence in the dark. The findings

indicated that when target changes occurred early enough, the

original packaged response could be abandoned and a new program

adopted. If the target change was not detected early, the package

was carried out to its termination before another response could be

generated.

Weber and Daroff (1972) rejected Becker and Fuchs' (1969)
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"prepackaging" explanation due to the great variability within

and between subjects with regard to possible errors (undershoots,

overshoots, binocular and uniocular errors, etc.). They contended

that this variability was uncharacteristic of preprogrammed movement

and demonstrated two distinct types of involuntary, corrective eye

movements. The fast, saccadic corrective movement occurred in

binocular errors with a short, well-dezined latency (124.5 ± 10.5

msec). When subjects were asked to voluntarily refixate a target

latencies ranged from 369 to 468 msec, supporting Becker and Fuchs'

(1969) claim that these corrections occur independent of visual

feedback. The second type of corrective movement was of low velocity

and occurred in only one eye following uniocular errors. This

corrective movement was termed glissadic, being accomplished

through a gliding movement who's initiation was continuous with

the termination of the initial saccade, producing no latency. The

authors' preferred explanation utilizes internal monitoring of

actual oculomotor output at the brainstem level to explain the

corrective eye movements; if the acutal output is discrepant from

the intended output, a corrective movement is generated by the

pontine paramedian reticular formation. Weber and Daroff (1972)

minimize the usefulness of feedback from the stretch receptors of

the extraocular muscles, citing the inability of this source of

information to explain the glissadic corrections.

Later, Shebilske (1975) claimed support for the functional use

of extraocular muscular feedback or feedback from some internal

* . - -
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monitor in the control and perception of eye position. He

demonstrated that corrective eye movements were truly corrective$

that is, the magnitude and direction of the corrective saccades

were highly correlated with the similar error parameters, even when

no retinal information could be used. Shebilske (1975) employed

psychophysical techniques to determine whether suijects used actual

(inflow) or intended (outflow) eye position to localize a second

target. The second target appeared 70 msec after the end of the

initial saccade but prior to any corrective movement. It was located

either in the same location as the original target or on the subject's

fovea (fixation point of initial saccade). Subjects were asked

whether the second target appeared in the same position as the

first. They responded correctly with respect to actual target

position, indicating the use of an exzraretinal signal that encodes

actual rather than intended eye position.

Two points should be made regarding Shebilske's (1975)

arguments. First, Shebilske (1975) did not distinguish whether

the reliable extraretinal signal was due to feedback from extra-

ocular muscles or an internal monitor; he considers both to be

mechanisms of the peripheralist-inflow model. However, the internal

monitor model referenced (Weber & Daroff, 1972) clearly refers to

prenuclear feedback prior to any motoneuron discharge, and would

not be considered an inflow mechanism by many (Evarts, 19711

McCloskey, in pressl Schmidt, 1977). Second, Shebilske (1975)

attributes a rather rigid assumption to outflow theory. Shebilske

I.
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states that "outflow faithfully represents eye position" (p. 625),

but interprets this assumption to mean outflow necessarily

represents intended eye position. Literally interpreted, this

assumption indicates either no errors are possible or all errors

a-7e intended; neither concept is defensible in a context where

errors occur. Although Shebilske (1975) demonstrates support for

the relevance of inflow information, he seems unfair in his

representation of outflow theory considering this restrictive

assumption and designation of one mechanism to inflow models

thought to correct errors in outflow models.

The evidence for internal control of corrective eye movements is

divided; although a preponderence of the findings have been

interpreted as supportive (Barnes & Gresty, 1973; Becker & Fuchs,

1969; Weber & Daroff, 1972), there is some evidence indicating that

extraocular muscular feedback is also a salient source of eye

position information (Shebilske, 1975; Skavenski, 1971, 1972;

Skavenski & Steinman, 1970).

Step Tracking. All of the step tracking studies reviewed here

utilized nearly identical test displays. Oscilloscopes with

reversible polarity displayed two vertical lines (or dots) in either

the vertical or horizontal axis. One line was the target to be

tracked; the other was the response cursor, controlled remotely by

the subject via a joystick. The time to correct an error was

measured by the interval between the onset of movement and the onset

of deceleration for a reversal.
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Given this experimental paradigm, Angel and Higgins (1969)

systematically reversed the polarity of the scope, thereby inducing

an incompatible stimulus-response relationship. Reversal

significantly increased the number of errors and error reaction

times. However, amendment latencies of errors were significantly

faster than correct movement durations, although in this experiment

they bordered on a simple reaction time. Later, Higgins and Angel

(1970) compared error correction times to simple proprioceptive

reaction times (latencies to respond to movement of the lever).

In every subject proprioceptive reaction times were much greater

than error correction times, suggesting that rapid error corrections

could not be based on proprioceptive information.

Attempting to eliminate vision as the possible source of rapid

error corrections, Angel, Garland and Fischler (1971) placed an

opaque screen across the center of the scope. The subject was

unable to see the response cursor until he or she had moved it

at least 1.9 cm off center. A block of 4 steps with normal

polarity was followed by a block of 8 steps with reversed polarity.

Here, similarly to the Higgins and Angel (1970) study, only errors

occurring in the reversed polarity trials were analyzed, excluding

the first trial after reversal. A total of 24 false moves were

initiated, 16 of which were arrested while the cursor was invisible.

Angel et al. (1971) concluded that following the initial error on

a reversal, subjects had information that would determine the "right"

motor program for the following seven target steps. In subsequent
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responses, this "right" program is compared to the actual program

and any discrepancy would be corrected on the basis of this central

information.

There are a number of apparent problems with the Angelet aL (1971)

work. First, because no measure of reaction or correction times

were reported, one cannot be sure that the corrections that did occur

were rapid. Second, errors in normal plarity were not reported

making it difficult to determine the cause of errors. If, as previous

research indicates (Gibbs, 1965; Higgins & Angel, 1969), incompatible

stimulus-response relationships make errors more likely (possibly

through more complicated processing in the translation of the informa-

tion for preparation of the response), then this comparison should

be made. It is also possible that errors following the initial

error due to reversed polarity may, in part, be due to lapses in

memory regarding the current polarity. The conclusion that attributes

these corrections to central monitoring of efference based on these

data does not seem justified.

Angel (1976) more recently failed to rectify these potential

problems when he compared correct and error responses in a visual

simple reaction time task, a choice reation time task, and a choice

reaction time task where vision of the response was prevented. As

in earlier studies (Angel & Higgins, 1969; Higgins & Angel, 1970),

the polarity determining the stimulus-response relationship was

altered, in this case, after every 10 trials for the choice conditions.

In comparing simple and choice responses, the time to correct an

I
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error once it was begun was less than a choice reaction time but

statistically no different than a simple reaction time. This finding

appears to deny the existence of rapid error corrections since they

could be explained as visual reaction times. A third experiment

attempted to eliminate this explanation in a way similar to the

Angel et al. (1971) study. Unfortunately, he followed the same

procedure and arrived at similar conclusions. He expanded the

protocol to calculate the efficiency (success) of the hypothesized

efferent monitor and compared it with the efficiency of the mechanism

responsible for the initial movement. The monitor turned out to be

more accurate by approximately 9%.

Although Angel (1976) and his, co-workers have studied rapid

error corrections extensively, the artifacts of their methods have

detracted from the support they sought to provide. Jaeger,

Agarwal and Gottlieb (1979) have taken a slightly different approach

to the study of rapid error corrections, although their visual

display was similar to these previous studies. Assuming three

general types of feedback (knowledge of results, primarily visuals

proprioceptive, as from spindlesj and central, as in corollary

discharge). They set out to manipulate each of these sources.

Subjects responded with plantar or dorsiflexion of the ankle to the

step input while reaction times and correction times were measured

by electromyography (EMG). Polarity was reversed after every 8-12

trials to disrupt the first source of feedbackt the relationship

between vision and proprioception. To disrupt the other sources of

p!
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feedback, the subjects wore vibrators over the distal tendons of the

soleus and anterior tibalis to interfere with proprioception.

To interfere with central processes, a second condition required

subject to perform the task at blood alcohol levels of .06-.07%..

The third condition was a control group. Correct reaction times in

both simple and choice tasks were slower for the altered conditions

than for the controls. Error reaction times reflected the same

pattern of latencies as correct reaction times whereas error

correction times were unaffected by these manipulations. A

conclusion that these corrections represent a central source of

feedback is supported by the invariance of the error correction times.

An earlier, but perhaps more comprehensive study of step tracking

and errors was conducted by Gibbs (1965). Using a step tracking

task with five choices instead of two, Gibbs used the unique

positional properties of his targets to convey probability. The

five targets were aligned horizontally and each position as well as

each possible pair of successive positions was used with equal

frequency. For example, there was a 3 to I probability that a

target as position #2 would move to the right rather than to the

left to position #1, the reverse being true for position #4.

Thus in these conditions the respective outermost targets are

"improbable" while the others were "probable." Responses beginning

at position.#3 were "equi-probable" while movements from positions

#1 or #5 were unequivocal with respect to direction. Response

latencies, the interval between stimulus onset and movement, and
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amendment times, the interval from the beginning of an incorrect

response to the commencement of an amended move, were recorded for

groups with normal or reversed scope polarity. As before, incomplete

data for the normal polarity group restricts this interpretation.

Normal polarity resulted in both far fewer errors, and in mean

reaction times for all responses that were 40 nsec faster than

the reversed group. Within the reversed polarity group, both the

number of errors and the reaction times to correct responses

decreased as probability increased. However, there appeared to be a

slight trend for error reaction times to increase as probability

increases, amendment times remaining relatively stable. With

the improbable target error reaction times were faster than

correct reaction times, demonstrating the typical speed-accuracy

tradeoff. Surprisingly, these reaction times were equal when

probabilities were equal. In the probable and unequivocal

conditions error reaction times were greater than correct reaction

times demonstrating the benefit of expectancy on the subject's

response strategy. Gibbs' data demonstrated the invariance of

amendment times to probability manipulations and a significant

learning effect over 100 trials.

A summary of the findings in step tracking tasks includes the

following observations: stimulus-response incompatibility results

in a larger incidence of errors (Angel & Higgins, 19695 Higgins &

Angel, 1969w Gibbs, 1965); for the most part when probabilities are

equal, error reaction times are faster than correct reaction times
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(Angel, 1976; Angel & Higgins, 19691 Jaeger et al., 1979)1 error

correction times are shorter than both simple and choice reaction

times (Angel, 1976; Higgins & Angel, 1969; Jaeger et al., 1979)1

vision does not play a major role in error corrections (Angel et al.,

1971; Angel, 1976; Gibbs, 1965); and e,ror correction times appear

to be quite resistent to manipulation in all these studies.

Choice Reaction Tasks. A very sirilar task to step tracking

is the choice reaction task. In this section two types of choice

tasks are reviewed: serial and discrete. In a serial choice

reaction task, several stimuli are presented continuously in series

and reaction times and movement times are included in response

latencies. Errors in this context are performed by hitting the

wrong key. Discrete choice tasks present one stimulus to which the

subject must make a directional response. Errors arise when move-

ment is initiated in the incorrect direction and are corrected

when initial movement decelerates and reverses.

Rabbitt (1966a,b, 1969) and Rabbitt and Phillips (1967)

performed a series of experiments using the serial choice responding

task to systematically examine errors and their corrections. The

theoretical framework supporting these experiments posits errors

to be non-random events that require the transmission of. additional

information relative to correct responses. In an error response,

not only must the subject select the correct response but they must

also detect the incorrect response in progress. A possible reason
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error reaction times are faster than correct reaction times is that

subjects have partial advance information regarding the response

he should have made and so responds more quickly. Rabbitt (1966a)

began by studying errors and the context in which they appeared

in the series. He found the usual pattern of latencies in which

error and error correcting latencies were shorter than correct

responses. Rabbitt also found correct responses which immediately

followed errors to be longer than other correct responses. Whether

there were four or ten choices had no effect on this pattern. Rabbitt

(1966b) also demonstrated the independence of rapid error corrections

from external visual feedback by testing subjects on a display

which gave no indications of error.

Rabbitt (1968) later attempted to separate the two processes he

believed were involved in error corrections. To examine the

splection process in correcting an error, Rabbitt required subjects

to respond to their own errors in three different ways. In the

first condition subjects responded with the correct response they

should have made. The second and third conditions required subjects

to respond to errors with a "common detection response" consisting

of: condition 2 in which subjects pressed a key not used in the

task to all errors, and conditions 3 in which they responded to all

errors with a key used in the task. It turned out that subjects

correct their own errors faster and more accurately when they use

the appropriate response than an unrelated response. Error

detection when the correct response need not be specified was no
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1 .
longer than when selection must occur. Thus, the selection process

does iiot appear to contribute much toward the corrective response.

Indeed, the results here suggest that the nature of the intended

response is intimately tied to the corrective procedure, and not

simply the consequences of a selection process. Rabbitt also

concluded that information regarding the response was total, not

partial.

To probe the contribution of error detection to the correction

process, Rabbitt and Phillips (1967) altered the stimulus-response

compatibility of their task by requiring mirror image responses to

the same stimuli. To eliminate any contribution of response

selection, a two choice serial reaction task was used so that to

correct an error the subject had only one choice - the opposite of

the response in progress. The direct mapping condition resulted in

fewer errors and faster reaction times. For both mappings

error correcting responses were faster than either correct alternations

or repetitions. Although error correcting responses were slower in

the mirror image condition this difference disappeared with a small

amount of practice (See Larish, 1980 for trials effect on in-

compatibility). Thus, error correction also appears to be in-

sensitive to stimulus response compatibility, at least in this

study, the first to make an overt comparison.

Megaw (1972) employed several techniques to examine directional

errors in a discrete choice task. The apparatus consisted of

three lights in a horizontal array with a response pointer mounted

B
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two types of error in the system. The first type occurs at the

execution stage when the chosen response is incorrect, and requires

feedback for error correction purposes. The second type of error

occurs within a stage of processing, particularly the stimulus

identification stage. At this point, if there is insufficient

sampling or incomplete classification of the stimulus, response

selection will be premature, possibly incorrect. A model

capable of explaining this type of error requires that such errors

are corrected at the stage of processing where they were committed.

The results obtained by Megaw (1972) resemble errors of the latter

type, incomplete processing, explaining the faster reaction times

on errors. Megaw postulated the need for a central monitor of

efference that would account for error correction reaction times

shorter than normal latencies. Megaw also suggested the possibility

that subjects may be guessing by preselecting a response which is

influenced by subjective expectancy (anticipation).

Schmidt and Gordon (1977) proposed two alternative hypotheses

to central monitoring of efference to explain rapid error correction

results. Each is based on the assumption that subjects anticipate on

1. error trials. Evidence for incorrect anticipations is along two

lines- first, the studies that have reported rapid error corrections

have had constant foreperiods, creating the opportunity to anticipate.

second, the reaction times for correct responses are usually longer

than for incorrect responses, suggesting that subjects are in-

correctly anticipating on error trials. The two alternative

-------.. . ..... . .
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hypotheses advanced by Schmidt and Gordon (1977) differ in the

parameter being anticipated. The first experiment tested the

hypothesis that subjects anticipate both the direction and the time

of stimulus arrival, while the second experiment tested the

hypothesis that only spatial anticipat-in is responsible for rapid

error corrections. Both hypotheses suggest that errors occur and

are corrected in the following way: a) the subject generates the

expected sensory consequences of the stimulus situation prior to

stimulus presentation, this includes the expected consequences of

both the stimulus and the response produced feedback (Schmidt, 1976);

b) the stimulus is presented and compared to the expected stimulus

and an error is signaled; c) this error serves as a stimulus for

initiation of the correct response; d) since an incorrect response

has been already activated, some of the incorrect response is

visible until the correct one begins.

The reaction time for the error is short, due to anticipation.

The latency for the correct move is one reaction time plus a

psychological refractory period after the stimulus. The result

is the initiation of an incorrect response followed closely by

j I the correct response. Schmidt and Gordon (1977) preferred to

r consider the period from stimulus presentation to the initiation

of the correct response as the critical interval of time representing

I correction time. Correction time is the sum of the error reaction

time plus the error correction time.

I To test the first hypothesis, that subjects anticipate both

temporally and spatially, Schmidt and Gordon (1977) required subjects

NW |-
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on a pivot in front of the subject. The center light was a

foreperiod warning light while the others were targets to which the

pointer was directed. Measures of displacement and acceleration

were recorded from the pointer on paper. Each trial consisted of

a warning light followed by one of the other lights with a duration

of 80 msec. Each of the stimulus lights occurred with equal

probability in a random order. Analysis was limited to directional

errors, characterized by responses in the wrong direction initially

followed by a reversal to the correct target. The reaction times

to these error responses were significantly shorter than for correct

responses. Error correction reaction time was designated as the

interval between initiation of the incorrect response and the

first sign of amendment to the correct response. This value was

estimated both by displacement and acceleration recordings. The two

estimates differed from each other by 30 msec, although each was

faster than a normal reaction time (92 msec for displacement and

63.5 msec for acceleration). Under the experimental procedures

performed, the subject knew the correct target to move to when the

stimulus was presented. However errors could not be detected

through visual feedback, since the stimulus was extinguished before

error reaction time was complete.

based on the finding that error correction reaction time was

shorter than normal reaction time and that error reaction times were

shorter than correct reaction times, Megaw (1972) provided the

following explanations to account for the results. He distinguished
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to perform a two choice reaction time task with the direction of the

responses randomly ordered. Half the subjects performed the task

with a constant foreperiod while the other half performed under

variable foreperiods. The frequency of errors in the two conditions

did not support the first hypothesis. According to this hypothesis,

preventing temporal anticipation (variable foreperiod) should

result in fewer errors with rapid corroztions, since the subject

relies on temporal predictability to anticipate. This was not

the case, with each condition having nearly the same number of errors.

In addition over 50% of the errors in the variable condition

possessed error correction times less than 120 msec.

The second hypothesis posited by Schmidt and Gordon (1977)

maintained that the subject anticipates spatially but nor temporally.

In doing so, the subject reduces a two choice task to a one choice

task, thus reducing the reaction time. The error detection-

correction process is the same as in the first hypothesis.

Exi'eriment II tested this hypothesis by varying the predictability

of the order of the stimulus directions, left or right. In

one condition the order of presentation was random; in the other

j the order was highly predictable, e.g. L, L, R, L, L, R, etc.

in the latter condition, deviations from the order were included

to induce errors. Anticipation in the predictable sequence condition

was evi&enced in significantly shorter reaction times in all responses.

similar to previous findings, reaction times in correct responses

were longer than for error responses.

!
I
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Schmidt and Gordon (1977) reasoned that if errors are the

product of anticipations, the correction times for both random and

anticipation conditions should be equal. Although the correction

times differed by 40 msec (random = 331 msec, anticipation = 291 msec)

this difference was not significant. When the components of the

correction times were examined, error reaction times decreased in

the anticipation condition (64 msec, a significant drop from 208

msec to 144 msec) while the error correction time remained relatively

unchanged (a non-significant increase of 28 mesc from 116 msec to

144 msec). Schmidt and Gordon concluded that, with the exception

of error reaction times, the time course of errors and their

corrections were roughly similar for the two conditions, suggesting

that errors in both cases are mediated by the same process. This

rationale though appears to "beg the question": If one variable is

altered (anticipation) and "similar" results are obtained, logic

would seem to dictate that this variable was not responsible for

the findings. Reaction times for errors decrease as anticipation

increases, a covariance that is found in correct responses as

well. That reaction times decrease on unexpected trials is odd,

since the speed-accuracy tradeoff reverses when probabilities are

unequal (Gibbs, 1965). What has been shown is that error

correction times are insensitive to different levels of anticipation.

Research on rapid error corrections in choice reaction tasks

have led to the following observationst the number of choices

does not alter the pattern of reaction times for correct and error

I
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responses (Rabbitt, 1966a); the trials following an error had longer

reaction times, as if the subject were adopting a more cautious

strategy, if only for two trials (Rabbitt, 1966a); visual feedback

is not necessary for rapid error corre.tions (Rabbitt, 1966b);

ar important observation is that.the time to amend an error is

resistant to the type of corrective responses (Rabbitt, 1968),

the stimulus response compatibility (Rabbitt &. Phillips, 1967),

and the level of anticipation (Schmidt & Gordon, 1977). This

finding would perhaps be expected in the case of a "hard-wired"

internal feedback loop.

I
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Although many aspects of rapid error corrections have been

examined empirically, the most striking finding is the failure of

any empirical manipulation to alter the error correction time.

Indeed, the only evidence of disruption of error correction times has

been in populations with pathological disorders such as parkinsonism

(Angel, Alston & Higgins, 1970; Flowers, 1975) in which the

primary symptom is impairment of voluntary movement. The present

investigation manipulated additional variables (anticipation,

efferent activity, and efferent complexity) to determine their effect

on choice responses and errors. The aim of this study was to add to

the existing information regarding rapid error corrections and the

possible mechanisms through which they are achieved.

EXPERIMENT 1

in previous research, afferent information (visual) of the

error was precluded to determine if it was the source of rapid

error corrections (Angel et al., 1971; Angel, 1976; Megaw, 19721

Rabbitt, 1966b). Error correction times were found not to vary

and it was concluded that rapid error correction was a central

phenomenon. A more stringent test of the central monitoring of

efference would involve removing efferent information while pre-

serving the afferent information associated with the response. In

thi.. case efference would not be available for monitoring purposes

I -
I-
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and error correction times would be no faster than normal choice

reaction times. If removal of efference did not affect error

correction times, an argument against central monitoring of

efference would result.

Additionally, a second test of the anticipation hypotheses

advanced by Schmidt and Gordon was included. The crossing of

efference-no efference conditions with anticipation-no anticipation

conditions provided the experimental setting to empirically

distinguish which variable was responsible for rapid error

corrections. Experiment 1 compared choice reactions and error

responses when efference is present (active) and when it is absent

(passive) crossed with two levels of anticipation, low (random

stimulus order, 50% probability) and high (patterned stimulus order,

90% probability). In the active conditions subjects performed a

normal two choice reaction task, generating their own correct

and error responses. In the passive condition, the apparatus

performed the task, generating both correct and error responses.

The subject only responded on error trials, reducing the choice

response task to one of passive error detection. Conditions for

appropriate control comparisons were also collected.

The purpose of Experiment 1 was to determine the importance

of efference to rapid error corrections by comparing reaction

,
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times (RTs) and error correction times (ECTs) under active and

passive movement in a choice reaction task. The active condition

did not differ from traditional choice response paradigns where

subjects respond as quickly as possible to one of two stimuli

following a warning light and random foreperiod. The passive

condition attempted to emulate the afferent information of the

active mode but removed purposeful efferent activity. That is,

the warning light and stimulus light were delivered as in the

active case and after a constant interval (analogous to a RT)

the arm was moved passively in the direction of the stimulus light.

The subject's task was to monitor the visual and proprioceptive

afferent information; no response was required unless there was a

mismatch between stimulus direction and movement direction, e.g.

left stimulus light and right arm movement. The subjects

essentially detect an error present in the afferent input but

not internally generated. The central monitoring of efference

explanation would predict that subjects cannot detect externally

generated (passive) errors as rapidly as internally generated

(active) errors. Although removal of efference (passive movement)

is known to differ from active movements in ways other than simply

its absence (spindle sensitivity for example), these deviations

are predictable and were taken into account when comparing these

types of movement in the discussion.



268

The false anticipation hypothesis (Schmidt & Gordon, 1977)

suggested that anticipation is responsible for rapid error

corrections. To test this hypothesis, low and high anticipation

conditions were crossed with active and passive movement modes.

Anticipation used here as an experimental variable, referes to

stimulus predictability. The anticipation hypothesis predicted

that the patterns of error latencies would be similar between

anticipation conditions. The combination of the two variables

(anticipation and efferent activity) factorially permits observation

of their interaction. This manipulation represents a partial

replication of the Schmidt and Gordon (1977) study and attempts to

distinguish between anticipation and central monitoring of

efference as the possible source of rapid error corrections.

Method

Subjects. Twelve, right-handed, male subjects were recruited

from the University of Wisconsin to participate in each condition

of the within-subjects design.

Apparatus. The apparatus consisted of two units, a control

console and response unit (see Figure 1). The response unit

presented subjects with a visual display, a response lever (5 cm

in length), and a digital readout of the times variables. The

visual display consisted of a centered warning light, flanked
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by left and right stimulus lights (duration - 100 msec), all

wi~hin foveal vision (approximately 40 visual angle). This

display was mounted 22 cm above the unit to keep the responding

limb and apparatus out of foveal vision. Possible warning light

durations were .5, 1.0, and 2.0 sec.

The response lever extended horizontally from the control box

and could be moved 5 cm from the center "home" position in either

direction. This position was marked by a ball-detent, requiring

10941.36 Newtons of force to free the lever. In the passive

mode a 451.9 Newton-mm torque stepping motor engaged the lever

carriage to move it through the full range of motion in either

of the directions. To disengage the lever from the motor required

the same resistance to overpower and the ball-detent. The delay

between stimulus and motor onset was set at 450 msec, based on

pilot data.

Microswitches on either side of the lever carriage activated

two decade counters in the control unit after a 1 am movement.

One decade counter was activated by initial movement in the wrong

direction and was deactivated by movement reversal to the correct

direction. This quantity represents error correction time (ECT).

A second decade counter started when the stimulus light came on

and stopped when the lever was moved in the direction signaled by

the stimulus. This quantity represents total time to achieve a

correct response, thus on correct trials it represents an RT

and on error trials it represents RT + an error correction time(ECT).
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To support and immobilize the wrist and arm, an elbow-to-

fingers air splint was placed on the subject's arm. A plastic

rod was placed in the splint, inferior to and parallel to the

forearm, extending from the elbow (hinged on a support post) past

the fingers to rest in a swivel cradle. The splint was supported

from the ceiling on a pulley to minimize the weight the motor must

pull and to allow the subjects to relax in the passive mode. The

splint, rod, and supports were used in both active and passive

modes to maintain similar response characteristics. If the

subject was not passive, tension in the muscles resisting move-

ment deactivated the decade counter, providing a check on the

passivity of the subjects. Complete passivity was not necessary

since Rabbitt (1968) demonstrated that rapid error corrections

were specific to the correct response, not just to unrelated motor

activity.

An active trial consisted of the presentation of a warning

light of variable duration followed by one of the stimulus lights.

The subject responded by flexing or extending the elbow to move

the lever in the indicated direction as quickly as possible,

correcting any errors immediately (Figure 2). A passive trial

consisted of the presentation of the warning light of variable

duration, followed by the stimulus light. After a constant delay

(450 msec) the motor engaged the lever and moved it to the

farthest extent in one direction in 250 msec, after which it

returned to the home position in the same amount of time. On
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trials where the experimenter wished to induce a "passive errorw

the lever moved in the direction opposite of the stimulus light

(Figure 2).

Procedure. Subjects were famil-4rized with the apparatus

and presented with the informed consent form explaining the

experimental procedures. The subject was seated facing the lever

with the right shoulder aligned with the lever. Movements to the

left required biceps activation (elbow flexion) while movements

to the right required triceps activation (elbow extension). Lights

in the testing chamber were extinguished except for a small light to

record data by. Subjects were advised and encouraged to respond as

quickly as possible to minimize the occurrence of cautious

strategies that eliminate errors altogether. Subjects were

instructed to correct errors rapidly (see Appendix).

Each subject attended five 1 hour experimental sessions on

five consecutive days. The first four sessions were occupied by

one of the four combinations of efferent activity (active-passive)

and anticipation (high-low), with the order of these conditions

counterbalanced to prevent practice effects. Two levels of

anticipation were achieved through manipulating stimulus expectancy

on any one trial such that in the random condition the order of

left and right stimuli was random, each equiprobable on any trial.

In the high anticipation condition, a distinct, predictable pattern

(L,R,LRL, etc.) determined the order of stimuli. The pattern

I
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was valid on 90% of the trials, so that subjects knew in advance

wh.Lch stimulus to expect. On 10% of the trials, the pattern

deviated, a manipulation analogous to the polarity reversals used

in step tracking tasks (Angel, 1976. Angel & Higgins, 1969; Jaeger

et al., 1979).

In the Active-Random condition, subjects actively performed

a two choice response task in which the choice of left and right

occurred with equal probability and in a random order. The Active-

Patterned condition required subjects to respond as in the Active-

Random condition, but high anticipation was induced by the

regularity of the pattern of stimuli presentation. In the Passive-

Random condition subjects monitored the stimulus display and were

moved passively as described previously. No overt response was

required unless the lever went in the wrong direction ("passive

error"). The subject was instructed to correct any "errors" as

quickly as possible. Left and right stimuli occurred with equal

probability and in a random order. The Passive-Patterned task

was similar to the Passive-Random task with the exception that

stimuli occurred in the alternating pattern, generating high

anticipation. In the passive conditions, experimenter-induced

errors (mismatches of stimulus and arm direction) occurred on 10%

* I of the trials.

In the final se. sion for all subjects, simple visual reaction

times and choice proprioceptive reaction times were collected to

provide appropriate control comparisons for the other choice
* I

i1
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I.

conditions. In the simple visual reaction task, subjects knew

in advance which stimulus should be presented and responded as

quickly as possible. In the choice proprioceptive task, the

stimulus lights were blanked and subjects responded to the

motion of the lever by moving in the opposite direction. Left

and right movements of the lever occurred with equal probability

and in a random order.

Correct RTs, error RTS, and ECTs were collected in each of

the active conditions, but only ECTs could be recorded in the

passive conditions. In addition to these dependent variables,

Schmidt and Gordon's (1977) correction time (CT) was analyzed.

Correct trials following error trials and reversals in the

patterned condition were not included with other correct trials

since it has been shown that subjects adopt a more cautious

strategy immediately following errors and respond uncharacteristi-

cally slow (Rabbitt, 1966a)

Each session consisted of 220 trials of the specified

experimental condition. The first 20 trials of each session were

designated practice and warmup and were not included in any

analysis. Rest periods were provided halfway through a testing

session.

Design nd Analysis. The experimental design was a repeated

measures design such that all subjects performed in all conditions.

Median scores in each dependent variable were calculated per
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condition for each subject and submitted to analysis in a

combination of repeated measures ANOVAs and t tests. Median

values were used due to their insensitivities to extreme scores

and large variances. Error rates w-re also examined per subject

and per condition.

Results

The results are organized in two sections. The first reports

the findings concerned with anticipation and includes analysis

of error rates, RTs and CTs. The second reports the findings

concerned with efferent activity and includes analysis of RTs and

ECTs. Table 1 displays the average median values for all subjects

in all ccnditions.

Anticipation. The anticipation hypothesis predicted higher

error rates in the anticipation condition relative to the random

condition. However when Active-Random and Active-Patterned error

rates (Table 2) were compared, a paired t test revealed no

differences in error rates, t (11) = -.29. Error rates in the

passive condition were determined by the experimenter since the

apparatus created passive errors, Passive error rates were set

at 10% or 20 trials out of 200.

To establish that subjects were indeed making use of the

high stimulus predictability of the Active-Patterned condition,

reaction times of the 90% valid, correct trials were compared

with simple visual reaction times (100% valid), by paired t

test. The means of the individual median values for these two
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conditions were identical (X = 214 msec) and the t value was not

significant. These means and standard deviations are also included

in Table 1.

A 2 x 2 repeated measures ANOVA was performed on the reaction

times of the active condition, comparing correct and error responses

under the two levels of anticipation. In this analysis the correct

and error trials under the high anticipation (patterned) condition

are those 10% of the trials in which the stimulus pattern deviated.

Thus, these trials represent the low probability trials of the

high anticipation condition. The main effect of anticipation on

RTs was significant, F(1,11) = 81.57, p<.001. The RTs of the random

condition (X = 238 msec) where stimulus probability was 50% were

shorter than the RTs of the patterned condition (X = 308 msec)

with stimulus probability of 10%. Surprisingly, error trials

(X = 270 msec) did not differ from correct trial (X = 277 msec),

either in a main effect or under either level of anticipation.

In previous choice reaction tasks, error responses have been shown

to have shorter RTs than correct trials when stimulus probabilities

are equal (Megaw, 1972; Hale, 1969; Ollman, 1966; Yellot, 1967)

and slower RTs if they occurred on improbable trials (Gibbs, 1965).

Such differences did not occur here. Figure 3 shows that the only

significant difference was the common finding that RTs to

improbable stimuli are slower than RTs to equiprobable stimuli

(Gibbs, 1965; Theios, 1977).

A
IJ
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The composite score, CT, recommended by Schmidt and Gordon

(1977), was analyzed for anticipation effects. The anticipation

hypothesis predicted no differences in CT. Since this dependent

variable could only be collected in the active case, a paired t

test was performed on the CTs from the Active-Random and Active-

Patterned conditions. The Active-Random CTs (X - 318 msec) were

significantly shorter than the Active-Patterned CTs CX 395 msec),

t(ll) - 4.44, p<.001. This composite score reflected the anticipa-

tion main effect found in RTs1 subjects respond to improbable

stimuli slower than to equiprobable stimuli.

Efferent Activity. Important comparisons for the internal

monitoring of efference notion revolved around the active-passive

manipulation. The first comparisons answer whether the rapid

error corrections were actually "rapid." In past investigations

classification of an error correction as "rapid" was predicated

on the ECT being shorter than .a simple RT (Angel, 19761 Angel &

Higgins, 1969; Higgins & Angel, 1970; Jaeger et al., 1979). To

demonstrate this difference a paired t test was performed on data

j from the simple visual RTs and the Active-Random ECTs. The t test

revealed that the simple visual RTs CX - 214 msec) were significantly

longer than the Active-Random ECTs, CX - 71 msec), +(11) - 26.14,

j p<.001o The means and standard deviations are also included in

Table 1.

j The comparison critical to this experiment is found in the

effect of anticipation and the presence of efference on ECTs. AI

-" I I I I . I
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2 x 2 repeated measures ANOVA was performed on active and passive

error corrections under two levels of stimulus probability

(Anticipation). The meain effect of efferent activity (active,

X - 84 msec, versus passive, X = 22 msec, error corrections)

was significant, E(1,11) = 148.25, p<.O01, with active, self-

generated errors being corrected in much briefer times than

passive, externally-induced errors. The main effect of anticipa-

t.on was not significant (low anticipation X - 153.5 msec, high

anticipation X= 154.5), but the interaction of anticipation and

efferent activity was significant, F(1,11) = 17.56, p<.01. As can

be seen in Figure 4, the significant interaction was due to anti-

cipation having small but opposite effects on the active and

passive error corrections.

The argument could be made in the passive conditions that

subjects responsed slower because they were not required to respond

on every trial. That is, they would not be in a "set" to respond

and could be lulled into a state of relaxed vigilance. Instructions

to subjects warned of this possibility. In addition, a second

control condition was collected to determine the possible magnitude

of this effect. A choice proprioceptive task was administered,

in which subjects responded to the movement of the lever (and

*thereby their arms) by reversing its direction. Other than a

warning light, no visual information was provided. The proba-

bility of the two stimuli (left and right) was equal on any trial,

and the order of left and right movement stimuli was random across

I..
1. | i iI
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the condition. To determine if this effect was present, a paired

t test was performed on the data of these two conditions. The

choice proprioceptive RTS (t - 182 msec) were significantly faster

than the ECTs of the Passive-Random -ondition (X - 236 msec), t(11)"

5.21, E<oO01. Means and standard deviations for these conditions

are presented in Table 1.

1

I

I
I



1. 285

Discussion

The primary intent of this experiment was to determine

whether anticipation or internal feedback was responsible for

rapid error corrections. Creating experimental anticipation

increased correct RTs, error RTs and CTs on improbable trials,

but had no effect on ECTs. That anticipation would affect

these dependent measures is expected since the RT component of

the movement is sensitive to stimulus probability. Only the

removal of the efferent signal responsible for the error succeeded

in elevating ECTs. This discussion will focus first on anticipation

and finally on internal monitoring of efference.

It must be established for the present experiment that

subjects were anticipating the stimulus presentation in the Active-

Patterned condition. Two findings substantiate this requirement.

First, RTs for those trials of the Active-Patterned condition in

which the stimulus pattern was 90% valid should have been very

similar to RTs in the simple visual RT task (100% valid). The

1. means for these two conditions were in fact equal, indicating

that subjects were making use of the stimulus pattern to benefit

response preparation. Second, the main effect of anticipation

jon RTs showed that the 10% reversal or improbable trials of the

Active-Patterned condition were significantly longer than the RTs

I of the Random condition. Not surprisingly, this same effect was

I.
3!
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reflected in the composite score, CT. It is indicative of the cost
A.

incur-.ed on improbable trials in order X o anticipate (Larish, 1979;

Posner & Snyder, 1975).

Critical to the false anticipation hypothesis is the

s'pposition that anticipation is responsible for errors. Schmidt

and Gordon's (1977) evidence of this was higher error rates in

the anticipation condition. However, they calculated error rates

in the anticipation condition differently than in the random

condition. Instead of dividing the number of errors by the total

number of trials, they divided only by the total number of stimulus

reversal trials in the patterned condition to get an extremely

high error rate of 64%. If the error rate for this condition is

calculated as in the random conditio4 dividing by the total number

of trials, it amounts to only 4%, actually less than the random

condition of 8%. In the present experiment error rates did not

differ with anticipation levels, indicating that the frequency of

errors may beunrelated to anticipation levels.

Another indication that anticipation was responsible for

rapid error corrections would be the presence of the classical

speed-accuracy tradeoff (Egeth & Smith. 1967; Hale, 1969; Megaw,

1972). In discrete choice response tasks, this tradeoff appears as

Ierror reaction times which are faster than correct reaction times

(when stimulus probabilities are equal). In the present experiment,

J there were no differences between correct and error responses for

II
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either of the active conditions (a finding also true in the

Sciaidt and Gordon study). Thus, anticipation did

not result in a speed-accuracy tradeoff, either in terms of number

of errors or fast error responses.

The anticipation hypothesis would also predict that CTs would

be equal between random and patterned conditions, since it represents

in all errors a stable psychological refractory period and a simple

reaction time. However, in the present experiment CTs were

significantly longer in the anticipation condition, (X = 395 msec)

than in the random condition (X = 318 msec). Errors in the patterned

condition occurred on improbable stimuli; RTs reflected this low

expectancy, as of course did CTs. The rationale applied in the

anticipation hypothesis stated that should the temporal

characteristics of errors elicited under anticipation resemble

those generated in the random condition, then the same mechanism,

anticipation, was responsible. Different temporal patterns were

elicited from -0.e two levels of anticipation in the present study,

failing to support the anticipation hypothesis.

The variable CT hypothetically represents a simple RT plus

a psychological refractory period according to the anticipation

hypothesis. The criterion used to determine whether CTs represented

the sum of these hypothetical periods was to be greater than a

simple RT. Applying this criterion in the present experiment, all

RTs other than the 90%-valid RTs of the Active-Patterned condition

would qualify. Additionally, if the Active-Patterned CT equals

I
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395 msec (Table 6) and a simple RT in this experiment equals 214

msec, then the psychological refractory period proposed to

comprise the remainder of the CT is around 180 msec, an excessive

ficire for a psychological refractory 5eriod (Gottsdanker, 1980;

&.intowitz, 1974).

One additional point should be made regarding the anticipation

hypothesis and Schmidt and Gordon's (1977) explanation of CTs.

Schmidt and Gordon (1977) contended that errors occur due to spatial

anticipation of one of two targets. Because the subject has

anticipated, the latency of the error is briefer than one RT. The

erroneous anticipation is detected by the subject at the time the

stimulus comes on and does not match the subject's expectancies.

Since there is already a response in progress, the corrective

response latency cannot begin until a psychological refractory

period has elapsed. And, since the subject has anticipated one

of the possible responses, the choice of corrective responses is

effectively reduced to one. There is, following the psychological

refractory period, a simple RT that precedes the reversal of the

. initial incorrect-response. This explanation ctf temporal events

[ does not appear to allow any time for comparison of the actual

stimulus with the expected stimulus. This error detection stage

Vhas not been allocated any processing timel thus, the CT as

calculated by Schmidt and Gordon (1977) appears to be too brief to

encompass a psychological refractory period, a simple RT# and

I
!I
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an error detection stage of the type described.

The anticipation hypothesis does not seem to be an adequate

explanation of rapid error corrections considering the present

findings.. It is entirely possible that anticipation may be

present and may contribute to the genesis of an error, i.e. the

-subject guesses wrong. The cause of an error may not be related

to the mechanism responsible for its correction; the global goal

of the present study was to speculate on the nature of this

mechanism.

The manipulation unique to this experiment was the use of a

passive error correction task. Crossing this manipulation.of

efferent activity with stimulus probabilities, allowed one to

determine whether anticipation or efference was responsible for

rapid error corrections. The removal of efferent activity was

successful in altering ECTs where many other variables --

compatibility (Angel, 1976), anticipation (Schmidt & Gordon, 1977),

vibration (Jaeger et al., 1979), etc. -- had not. This finding

was seen in a very large difference between active and passive ECTs

in the magnitude of 140 msec (in the random case, this difference

was 165 msec). Anticipation, when averaged across active and

passive conditions made only a I msec difference. In examining the

T interaction (Figure 4), anticipation was seen to have an effect

1 on passive ECTs opposite that on active ECTs, benefitti.ng the

passive mode (24 msec) and decrementing the active mode (18 Usec).

J Finding opposite effects of the same variable is another indication

I
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that different mechanisms are operating in the two tasks.

In the ECTs it seems clear that subjects can rapidly correct

their own errors, that is, internally generated errors accompanied

by appropriate efferent activity. Hc .ever, when the error is

%ternally generated, detectable only in the afferent information,

rapid error corrections do not occur. Instead, ECTs approximate

normal RTs and display the expected RT decrease from high stimulus

probability (Figure 4).

The active-passive comparison discussed here must be

qualified. As stated previously, there are differences between

active and passive movement which should not be interpreted as

some benefit of internal feedback. The sensitivity of the muscle

spindles differs between active and passive movement (Granit, 1975,

Hagbarth & Vallbo, 1968; Hagbarth, Wallin & Lbfstedt, 1975;

Vallbo, 1973). In active movement the intrafusal muscle, via

gar=a activation, adjusts the length of the spindle to maintain

its firing as the extrafusal muscle changes length via alpha

activation. Gamma drive to the intrafusal fibers is absent in

passive movement and the activity of the spindles is phasic

(Hagbarth & Vallbo, 19681 Vallbo, 1973) yielding periods of

diminished sensitivity. However, the diminished sensitivity

can account for no more than 25 - 30 msec of the active-passive

difference (Conrad, Matsunami, Meyer-Lohmann, Wiesendanger &

Brooks, 1973; Vilis, Hore, Meyer-Lohmann a Brooks, 1976). Of

1
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the 165 msec difference between active and passive ECTs, reduced

spindle sensitivity can explain approximately 30 msec, leaving a

135 msec advantage to the active case.

As mentioned previously, the argument could be made that in

the passive conditions subjects respond slower because they were

not required to respond on every trial. The subjects may not

have had a "set" to respond on every trial, and perhaps might be

inattentive or relaxed. The choice proprioceptive RTs were collected

as a control comparison to determine the magnitude of this "set".

Subjects responded in a choice paradigm to the movement of the

lever by reversing its direction. The condition closest to

this control with respect to task and processing demands was the

Passive-Random condition. In this condition, subjects also

responded to the lever direction and the order of stimulus pre-

sentation was random. However, subjects in the Passive-Random

condition had the additional task of comparing the proprioceptive

input from the lever to the visual stimulus information they had

received 450 msec earlier.

Two processing differences exist between the passive-random

and choice proprioceptive conditions: the probability of responding

("set") and the additional stimulus comparison task. The latter
process must also take place in the active error correction and

should not be excluded from the active-passive difference. However,

since the 54 msec difference between the control and Passive-Random

ii
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conditions inextricably combines these two processes; let it re-

present conservative ctimate of "set" to respond. Thus, the lack

of a "set" to respond can explain at the most, 54 msec of the

active-passive difference.

An 80 msec advantage to active e..or correction remains

wiich appears inexplicable except by some benefit of internal

information. However, another peripheral source of error informa-

tion is available and could achieve the error correction in the brief

time thought by many to exclude peripheral sources (Angel, 19761

Jaeger et al., 1979; Megaw, 1972). Recently, it has been established that

spondle activity can be coincident with the onset of muscle activity

(Vallbo, 1973; Hulliger, Nordh & Vallbo, 1979). Since muscle activity

normally precedes movement by 40 to 70 msec (Brown & Cooke, in press;

Corser, 1974), and spindle activity is nearly coincident with its

onset, it is possible that the spindle afference from the incorrect

muscle communicates error information. Even in the briefest error

ccrrection times (30 msec), the latency from onset of muscle

activity to the correction is well within the range of a triggered

reaction time (Evarts & Tanji, 1976) or in some studies a voluntary

RT to proprioceptive stimuli (Hufschmidt & Hufschmidt, 1954; Lusche4

Saslow, & Glickstein, 1967). This possibility. weakens the argu-

ment that the 80 msec advantage found in correcting active errors

is attributable only to central monitoring of efference. The

present investigation did not eliminate this possibility.

With this qualifying statement in mind the followingI

III
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conclusions were made;

1. The false anticipation hypothesis of Schmidt and Gordon

(1977) is not a viable alternative explanation to internal

efferent monitoring.

2. Although anticipation may be related to the cause of some

errors, it does not appear to explain either the

frequency of errors or their rapid correction.

3. Passively induced errors of elbow flexion and extension

cannot be corrected as rapidly as actively (subject)

generated errors. In actively generated errors, the

efferent activity associated with the error appears

necessary and sufficient to detect and rapidly correct

the error, although the afference associated with this

activity may conceivably signal an error. In passively

induced errors where the apparatus creates the error,

error detection must rely on afferent information. The

preferred explanation is that errors which are internally

generated may be monitored via some central monitor

which is responsible for the corrective response soon

after the error. Errors which are externally generated

do not possess the internal efference which may supply

rapid error information.

The rationale for Experiment I was derived from the central

monitoring of efference theory, stating that removal of efference

I *0
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would also remove the source of early error information and prevent

rapid error corrections (Festinger & Cannon, 19651 Jones, 19741

Pardew, 1974; Taub £ Berman, 1968). The active-passive manipula-

tion of Experiment 1 was successful "n b1tering the ECTs as

predicted. Based on this theory, another variable that would be

expected to affect ECTs would be the length and structure of the

efferent comand. A long or complicated command would be pre-

dicted to require longer monitoring time to detect the error.

Experiment 2 attempted to test this hypothesis by altering the

complexity of the movement responses.

On further inspection of ECTs, their distribution (contain-

ing all error trials) appeared to be quite skewed with a mean

of 89 msec and a median and mode of 68 msec. At least 20%

of the ECTs were between 30 and 50 msec in duration. Normally,

electromyographic activity associated with movement precedes

displacement by approximately 40 to 70 msec (Brown & Cooke, in

press; Corser, 1974; Hathaway, 1935). Since ECTs represent the

period from initiation of the error to the corrective reversal,

the muscular activity responsible for the corrective reversal

must have preceded the initial incorrect movement. Such a finding

would make the periphery an unlikely source of error information.

Experiment 2 examined the EMG activity of correct and error trials

for any evidence of error-correcting muscle activity that

preceded movement.

K *i
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Experiment 11

In the past, attempts to modify the processing of the efferent

signal in a rapid error correction paradigm have consisted of:

reversing stimulus-response compatibility (Angel & Higgins, 1969;

Higgins & Angel, 1969; Jaeger et al., 1979; Gibbs, 1965; Rabbitt &

Phillips, 1967); increasing the number of choices of possible res-

ponses (Rabbitt, 1966a); altering the type of corrective response,

(Rabbitt, 1968); and manipulating expectancy (Gibbs, 1965; Schmidt I

Gordon, 1977). These factors are all known to affect stages of

information processing involved in preparing for movement (Massaro,

1975; Sternberg, 1969; Theios, 1977 and thereby RT. However, these

variables have been shown not to affect ECTs, that time period

proposed to represent the time required to monitor an efferent

command. Since the responses used in these previous studies have

always been equated in terms of movement complexity, then no

differences in monitoring time would be expected. Movement

complexity refers to the number of muscle groups and directional

changes required in the movement (Hayes & Marteniuk, 1976;

Henry & Rogers, 1960; Sternberg etal., 1978). In studies where

these variables are manipulated, simple RTs are seen to increase

as a function of additional response elements (muscles, direction

changes). This complexity is assumed to be reflected in the

efferent command, since it represents the degree of structural

organization of the effector units within the central nervous system

4!
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(Hayes & Marteniuk, 1976).

If alternative responses differ along this dimension of

complexity in a choice response task, then internal monitoring

of the commands would have different times. On error trials,

one would predict ECTs to vary with the complexity of the movement.

In Experiment 2, two responses of unequal complexity were used in

a choice reaction paradigm. The relative complexity of the

responses was determined in a simple reaction task, such that the

high complexity task had a longer RT than the low complexity task

for each subject. Then the two tasks were combined in a choice

condition and balanced for possible directional biases (for half

the subjects the high complexity task required extension of the

elbow to the right, for the other half this task required flexion,

although Corser 1974, found no differences in the RTs of elbow

flexion and extension). An error in the direction of the high

complexity task would increase the error correction time relative to

errors in the direction of the low complexity task, since a

high complexity task is being initially programmed and monitored.

The effect of combining responses of differing complexity in a

choice condition has not been previously demonstrated. Experiment

2 provided information on this comparison; but one may speculate

that these complexity differences may also be seen in choice

reaction times.

A second purpose of Experiment 2 was examination of ENG

records from correct and error tirals. As mentioned previously,

iI
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Experiment 1 data included a number of brief ECTs (20% of

ECTs between 30 and 50 msec). Given a latency of 40 to 70 msec

between onset of EMG activity and onset of movement (Brown & Cooke,

in press; Corser, 1974 Hathaway, 1935), it seems likely that the

muscular activity responsible for the correction should have

preceded the initial error movement in these very brief error

corrections. Previous research that included EMG records did not

report such findings (Jaeger et al., 1979; Megaw, 1972), although

Megaw did note an increase in amplitude and frequency of the

corrective agonist when errors occurred. In these studies, the

results reported are terse and not very informative; it is not

clear whether this aspect of the data (early EMG activity) was

attended to. Therefore, an analysis of EMG records of error

responses and average correct responses was included in Experiment 2.

Method

Subjects. Eight, right-handed, male volunteers from the

University of Western Ontario served as subjects.

Apparatus. Subjects were seated, facing the stimulus display

on a cathode ray oscilloscope, 1 meter in front of them. Subjects

grasped a manipulandum handle with the forearm supported at the

elbow, adjacent and right of the right shoulder. The arm was

positioned to that the elbow was beneath the pivot point of the

manipulandum. A precision potentiometer mounted to the axis of

rotation-was used to monitor handle, and therefore forearm, position.

Angular velocity of handle movement was derived from a small DC
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torque motor and was used to stop a digital clock when velocity

deviated from 0. RTs for all responses were recorded from this

digital clock. For a more detailed description of this apparatus

see Thomas, Craft and Brooks (1976).

Subjects were required to make step tracking movements in

response to movement of a thick, vertical bar on the oscilloscope

(see Figure 5). In the neutral position the target was positioned

in the center of the screen. In the low complexity task, the target

appeared to the left, 3 cm or to the right 3 cm, (left for half

the subjects, right for the other half). In the high complexity

task, two targets appeared simultaneously to the left, 2 and 3 cm

respectively or similary to the right for the other half of the

subjects. The targets were not bound by mechanical stops and

appeared after variable foreperiods of .5, 1.0 and 2.0 sec.

The angular position and surface electromyograms from biceps

and the lateral head of the triceps using surface disk electrodes

(.8 cm in diameter, spaced 4-5 cm apart) were recorded. EMGs

were filtered (low frequency cut-off - 20 Hz, high frequency cut-off

- 2000 Hz) and full wave rectified before recording. Data were

digitized online with an effective sampling rate of 500 Hz,

collected on disk and transferred to magnetic tape. From the

digitized data, averages of correct responses for each task and

foreperiod were generated, averaging around the point on the

position trace where the slope changed from 0. Plots of each

average and all error traces were obtained for later analysis.

U
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Figure 5. The three possible stimulus displays: A. neutral
position displayed between trials, a. high
complexity target, C. low complexity target.
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Procedure. Subjects were familiarized with the apparatus and

given experimental instructions along with informed consent forms.

Each subject was then seated comfortably in the apparatus chair

and wired with electrodes. All subje.ts received two experimental

conditions, a simple RT and a choice RT task, lasting approximately

1 1/2 hours. In both experimental conditions, subjects received

immediate knowledge of results regarding their RTs on each trial.

Two responses of differing complexity were used. The low

complexity task required the subject to move from the center position

to a single target to the side and hold. The complexity of the

second response was increased by including two direction reversals.

In the task, the subject was required to move from the center

position to the far bar of the double target, reverse direction

back to the near target, reverse again to the far target and

hold. The experimenter monitored handle position on an oscillo-

scope to monitor accuracy. Subjects were provided with qualitative

feedback regarding the incidence of target over- and undershooting.

In the simple RT condition, subjects received 20 trials of

practice on each response prior to the beginning of testing.

Fifty trials of each response were recorded. Half the subjects

received the low complexity task first and half received the

high complexity task first. To continue in the experiment

subjects had to demonstrate a difference in RT between the high and

low complexity task. Subjects were not informed of this criteria

and only one subject was rejected.

.1
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In the choice RT condition, the two responses were combined

in a two choice paradigm. The order of stimulus presentation

was random, with both stimuli occurring an equal number of times.

Subjects were advised to and encouraged to respond as quickly as

possible to minimize cautious strategies that might eliminate

errors. They were directed to correct any errors that did occur

as rapidly as possible and to maintain spatial accuracy, as

it was being monitored by the experimenter. For half the

subject the low complexity task was performed with a flexion

movement and the high complexity task was performed with an

extension movement. The reverse was true for the other half of

the subjects. The direction of the two responses was maintained

throughout the two conditions for each subject. Subjects

received 20 practice trials of each response, followed by 200

test trials with a rest break midway. Recording of position

and EMG activity took place only in the choice condition due to

space limitation.

Design and Analysis. RTs from the velocity activated digital

clock and ECTs measured from individual error plots were analyzed

in a combination of repeated measures ANOVAS and paired t tests.

These analyses were performed on the median values for each subject.

The incidence of errors for each task was also examined. The final

analysis is a qualitative analysis of the obtained EMG records,

comparing error responses with appropriate averaged correct responseso

i
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I.

Results

The results are organized in four sections. The first

briefly reports error rates. The second and third sections report

the analysis of response latencies, -4ncluding RTs and ECTs. The

fourth section analyzes the EMG records obtained.

Error Rates. Errors occurred only in the choice condition.

When subjects were presented with a low complexity stimulus but

made an error toward the high complexity task the mean error

rate was 2.81%. When subjects were presented with a high complexity

stimulus but made an error toward the low complexity task the mean

error rate was 2.06%. These error rates did not differ

statistically, t (7) - 1.09. Individual error rates for each

subject by task are presented in Table 4.

Reaction Time Analysis. A 2 x 2 repeated measures ANOVA

was performed on the RTs of the low and high complexity tasks as

they occurred in the simple (no choice) and choice conditions.

The simple and choice conditions also represent two levels of

stimulus probability, 100% in the simple condition and 50% in the

choice condition. It was expected that the two tasks differing in

complexity would differ in a simple RT condition (Henry & Rogers,

1960; Sternberg et al., 1978)1 the outcome of the choice

condition was not so predictable. Whether the introduction of a

choice or response selection stage would equate the two tasks

was in question. Only correct responses from the choice condition

were included since only correct responses occurred in the simple

t i
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RT condition. The means and standard deviations are included in

Table 5.

The main effect of task complexity was significant, F(1,7) -

14.75, P <.01, with the high complexity task requiring longer RTs

CX - 314.8 msec) than the low complexity task (X - 239.5 msec).

The main effect of choice condition was also significant, F(1,7) -

10.0, p <.02, with the choice RTs being longer (X = 288.2 msec)

than the simple RTs (X = 266.2 msec). The interaction of these

two variables was not significant, F(1,7) - .34, indicative of

additivity and independence in the Sternbergian sense

(Sternberg, 1968) (See Figure 6).

A second 2 x 2 repeated measures ANOVA was performed on the

choice condition RTs only, comparing correct and error responses

under the two levels of complexity. Error trials are designated

low or high complexity according to the stimulus delivered, not

the type of error committed. The result is that errors designated

under low complexity were in the direction of the high complexity

task, but were eventually reversed; the reverse is true of

errors designated as high complexity. The means and standard

deviations are included in Table 5 also.

Neither of the main effects were significant, however the

interaction was significant, P(1,7) - 12.43, p <.01, and is

illustrated in Figure 7. On error trials when a low complexity

stimulus was presented and the subject began to execute a task

of high complexity, the RTs were of the same magnitude as the
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Figure 6. The effect of response complexity under simple
and choice response conditions.
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correct-high complexity trials. The same is true of error

trials when a high complexity stimulus was presented and a low

complexity error was initiated, although to a lesser extent. This

interaction indicated that subjects vere indeed preparing the

incorrect response, since their RTs were representative of the

corresponding correct response. Figure 8 provides a better

graphical representation of this error preparation, demonstrating

the similarities between correct trials and the analogous error

trials.

Error Correction Times. ECTs were measured directly from

the position traces, from the inflection point marking the

beginning of movement to the inflection point marking the

reversal to the correct direction. It was suggested earlier, that

if ECT represented the time required for an internal monitor

to detect an error, then it should be sensitive to the efferent

complexity of the motor command. However, when ECTs of low

complexity (X = 94.8, SD - 12.8) were compared to ECTs of high

complexity (X = 93.58, SD - 17.0), no difference was found,

t(6) - .25. Task complexity, as manipulated here, appears to be

yet another variable that affects RTs but not ECTs.

EMG Analysis. The intent of the EMG analysis was to examine

T agonist-antagonist onsets for differences in the patterns of error

and correct trials. Previous EMG analysis of errors found no

difference in agonist-antagonist onset times, only difference In

amplitude and frequency (Megaw, 1972). However Megaw, compared

MO w
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i.

flexion errors to correct extension movements instead of

correct flexions. The present analysis made the latter comparison

and found that at least on some trials, qualitative differences

in the pattern of electrical activit; existed. Additionally, the

present analysis sought evidence in the EMG records that

corrective activity may precede the incorrect movement.

EMG and position traces were plotted from magnetic tape

using a computer plotting program. The reliable information

contained in the individual plots was limited to: durations of

electrical activity, relative onset of muscle activation or

inhibitions, and the associated movement trace indicating the

initiation, direction and termination of correct and error

movements. Amplitude information was not reliable due to varying

gain changes of the signal, during recording and plotting.

Error traces were superimposed on the appropriate correct

average trace. The traces were oriented to each other relative

to that point on the position trace where the slope changed from

zero. This point represents the first sign of movement, eitherII
correctly or incorrectly., It is represented on each figure as

K the leftmost vertical line. The second ne lies on the

inflection point marking the direction reversal and termination

of ECTs. In the early portion of the error traces (up to the

reversal point) no differences between low complexity and high

complexity tasks were distinguishable (See Figures 9 and 10).

Any differences between these two tasks would not show up until

p
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~X

BICEPS

TRICEPS

Figure 9. Error trace of subject B.M. The error was made toward

the complex task toward flexion (F). Biceps is the agonist for
the error and antagonist for the correction. EMGz do not show

antagonist inhibition in biceps. Each time division is 20 mase.
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BICEPS

TRICEPS

Figure 10. Error trace of subject P.M. The error was toward the

simple task toward extension (X). Triceps is the agonist for
the error and antagonist for the correction. EH~s do not show

I antagonist inhibition in the tricpes. Each division is 20 msec.
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quite late in the trace, just prior to actual reversals in the

complex task.

Next, attention was focused on the relative onsets of

agonist and antagonist activity. Typical EMG patterns for fast

movements are characterized by a triphasic pattern (Garland &

Angel, 1971; Hallett, Shahani & Young, 1975a) in which a burst from

the agonist is followed by a period of silence during which

the antagonist is active. The antagonist becomes silent and

the agonist active again. On error trials, the agonist

responsible for the incorrect movement changes functional roles to

become the antagonist for the correction. The same role reversal

occurred for the error antagonist, it assumed the role of

agonist for correction. The pattern of activity did not appear

to change, only the functional roles of the component EMG bursts.

However, some difference must exist since the error response

eventually reversed to the correct direction. Logic suggested

that perhaps the antagonist for the error (agonist for the

correction) may become active sooner on error trials than on

correct trials, arresting movement instead of simply decelerating.

The correction would be achieved through early activation of the

agonist. However, when error trials were superimposed on correct

trials, (Figures 9, 10, 11 and 12), no differences were observed

in these onset times.

In the introduction of this experiment, it was suggested that

should the EMG activity of the agonist for the correction precede the

*I
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error, it would indicate an internal source for the error

correction. However, it is not uncommon for the antagonist

activity to slightly precede displacement (Angel, 1977). This

temporal relationship occurred in .-any trials, both error and

correct (See Figures 9, 10, 11, 12, 13). Since the antagonist

for the error is also the agonist for the correction, no

conclusions could be made regarding corrective EMG activity that

preceded the error movement.

In determining where error responses deviated from correct

responses, a distinct pattern of EMG activity was observed on

approximately 40% of the error trials. On these trials,

errors appeared to be corrected not by early onsets of the

corrective agonist or by an increase in the activity of this

muscle, but by inhibition of the muscle antagonistic to the

correction (See Figures 11 and 12). On these errors, early

activity of the correction's antagonist is responsible for the

initial incorrect movement. Then, this muscle opposing the

correction is inhibited while the corrective agonist is

activated, and the movement reversal takes place. In the other

60% of the error trials it was not clear how the EMG activity

related to the error correction, the agonist and antagonist were

coactivated. Figures 9 and 10 show trials where an error was

corrected, but the EMG record is equivocal with respect to the

mechanism responsible. A frequency histogram illustrating the

distribution of ECTs, sorted according to whether or not they

i
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displayed the pattern of antagonistic inhibition and by

complexity is presented in Figure 14. No frequency pattern was

evident to indicate that the type of error (high or low

complexity) or the presence of antagonist inhibition was related

to the time to correct the error.

Although, no substantial evidence was found of corrective

agonist activity prior to the error, there were several errors

-in which the inhibition of the corrective antagonist preceded

the error. In 54% of those errors exhibiting the pattern of

antagonistic inhibition, this inhibition preceded movements,

by as much as 60 msec, (Figure 13). This finding seemed to

contribute to the notion that rapid error corrections are a

central phenomenon, since the correction can be seen even before

the error has been made. However, the initial burst of the

incorrect agonist may have produced peripheral error information

from spindle receptors in that muscle, since fusimotor activity

is present shortly after muscle activation (Hulliger, Nordh &

Vallbo, 1979). The mean duration of the initial bursts in

these error trials is 52.5 msec (SD - 20.5, minimum - 25 msec).

Given the latencies of the long loop reflex, M of approximately

35 to 45 msec (Lee 6 Tatton, 1975; Marsden, Merton & Morton'

1973), it is still possible that error information from the

periphery may reach higher centers and return with a corrective

command. Table 6 summarizes the percentages and their respective

trial frequencies by error category.

I
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F

POSITIO

Figure 11. Error trace of subject B.C. Error was toward the
£ A simple task toward extension MX. Triceps is agonist for the

error and antagonist for the correction. ENGs show a distinct
period of antagonist in inhibition in triceps. Each time division

is 20 msee.
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Figure 12. Error trace of subject S.T. Error was toward the
simple task toward ,flexion (F). Biceps is the agonist for the
error and antagonist for the correction. EMGs show a distinct
period of antagonist inhibition in biceps. Each time division
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x

BICEPS

TRICEPS

Figure 13. Error trial of subject B.C. showing earliest
antagonist inhibition in the triceps approximately 60 msec
prior to movement. Triceps is the agonist of the error and
antagonist for the correction. Each time division is 20 msec.
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Discussion

Experiment 2 examined the effect of task complexity

Oiayes & Marteniuk, 1976; Henry & Rogers, 1960; Sternberg et al.,

1978) on rapid error corrections. The assumption was made that

movement complexity in terms of movement components or segments

is reflected in the size and complexity of the efferent

command. In terms of a central mechanism that monitors the

efferent command, possibly through an internal feedback loop,

it was hypothesized that a longer and more complicated efferent

command would require longer monitoring time. To test this

notion , two movements of differing complexity, an unidirectional

movement to a single target and a movement requiring two

directional reversals between two targets, were compared in both

a simple RT task and a choice RT task.

The simple RT paradigm established that the two tasks required

substantially different preparation times, a result that was

replicated in the choice condition. Error responses also

reflected the complexity difference but in the opposite direction.

That is, when a low complexity stimulus was presented and the

subject initiated a high complexity movement, the RT resembled the

high rather than the low complexity, correct RT. Finally, the

ECTs of the high complexity errors did not differ from those of

the low complexity errors.

The use of movement reversals to manipulate task complexity

4,
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in terms of preparation times was successful (Glencross, 19731

Hay:s & Marteniuk, 1978; Henry & Rogers, 1960). High complexity

responses RTs were longer than low complexity RTs in both the

simple and choice conditions. The lack of an interaction between

complexity levels and the simple or choice paradigm indicated that

complexity and uncertainty are additive factors influencing

different stages of the response preparation process (Massaro,

1975; Sternberg, 1968). The addition of uncertainty to the

task required a decision process not necessary in the simple

RT task. This additional response selection stage (Theios,

1977) appears to have incremented RTs for the two responses

similarly, indicating that the dimension of complexity is

independent of this process.

The error responses of the choice condition displayed a

reciprocal effect of complexity. Error responses which began

toward the high complexity task possessed RTs similar to

correct, high complexity responses. To a lesser extent, errors

toward the low complexity task possessed RTs similar to the

correct, low complexity responses. This finding indicates that

on these trials, subjects did prepare the incorrect response. This

finding is perhaps the strongest support for the notion that

subjects make errors because they anticipate the upcoming stimulus

(Schmidt & Gordon, 1977; see also Experiment 1). That anticipation

is reflected in a RT that is determined by the nature of the error,

not the indicated correct choice. Subjects appear to anticipate

F-
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the response choice by preparing one of the two alternatives and

executing it when the stimulus comes on, a scenario identical

at this point, to that suggested by Schmidt and Gordon (1977).

As indicated earlier, anticipation may be responsible for errors

occurring, but the cause and corrective mechanism are not

necessarily related, as demonstrated in Experiment 1.

The lack of a complexity effect on error correction times

did not support the experimental hypothesis. Namely, that the

internal monitor would take longer to detect an error in a

complex movement command than in a simple one. There are a

number of possible situations which could explain this finding,

beside the possibility that the central system responsible for

rapid corrections simply does not operate in this manner. The

assumption that task complexity alters the efferent program

may not be valid. Thus the manipulation applied here to

create differing degrees of movement complexity may not have

created a covariant effect on the efferent command. Internal

monitoring then would not reflect this dimension of task

complexity. That RTs do reflect this dimension, seems contrary

to this explanation. Reaction times have repeatedly been shown

to be a linear function of the number of movement elements,

in speech (Eriksen, Pollack & Montague, 1970; Klapp, Anderson

& Berrian, 1973; Sternberg et al., 1978), in typing (Ostey, 1980,

j Sternberg et al., 1978), and error movement sequences (Glencross,

1973; Henry & Rogers, 1960). However, the assumption that the!
!
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mechanisms responsible for the correction of movement operate

in similar ways to those responsible for the preparation of

movement also may not be valid. Instead of preparing movement

sequences in a serial, additive fashlrn, the corrective mechanism

may process the alternative movement as a "package." If such is

the case, responses of different complexity would be corrected

in similar time.

One explanation exists which is not contrary to the experi-

mental hypothesAs and can explain the data. If the central

monitoring proceeds in a serial fashion, and errors occur at

the same location in the efferent commands of the alternate

responses, then the error correction times would be the same also.

In the present experiment, errors occurred as activation of the

incorrect agonist, for either type of response. In each type of

response the errors were located in the initial portion of the

efferent command and consequently required similar latencies for

detection. If detection times do not differ, it may be that the

initiation of the corrective response may vary with task complexity.

However in the responses used here, the corrections were achieved

through directional reversals; such reversals would be equivocal

relative to the complexity dimension, since each would require

similar adjustment of the agonist-antagonist firing ratios (Bizzi,

1980).
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EMG analysis of Experiment 2 provided two findings of

interest. First, the pattern of EMG activity accompanying error

correction appeared to take two forms. About 60% of the error

trials displayed patterns of coactivation between the agonist and

antagonist. When these trials were compared to the appropriate

correct trials, no distinct differences were observed which

would unequivocally account for the correction. Corrective agonists

did not occur early and increases in agonist activity were not

reliably associated with the correction. It is possible that on

these trials the error is corrected by a complex interchange of

agonist-antagonist activity of the type described by Bizzi

(1980). He suggested that movement is achieved through specification

of alpha motoneuron activity to both agonist and antagonist

muscles.

On 40% of the error trials, the correction was achieved

through inhibition of the muscle antagonistic to the correction.

Initially, this muscle was active for a brief time (20-90 msec)

to generate the error and was then inhibited. With nothing to

oppose the corrective agonist, the arm moves in the opposite

direction. Similar findings have been reported in finger (Luschei

et al., -1967) and limb movements (Hallett.et al.,1975a). HufsclRidt

and..Hufschmidt (1954) required subjects to maintain the biceps

In tonic contraction and respond to sensory stimuli by activation

of the triceps. However the voluntary contraction of triceps was

K_
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preceded by antagonstic inhibition by approximately 50 msec. In

a similar task, Luschei et al. (1967) reported antagonist inhibition

that preceded the initial agonist burst by 15 msec. Hallett

et al. (1975a) also found that the antagonist was suppressed

at the beginning of movement prior to inhibition of the stereo-

typic triphasic pattern. They found that when the antagonist

had been kept tonically active, the first sign of response was

inhibition of the antagonist from 0 to 50 msec before agonist onset.

These findings and others (Capaday & Cooke, 1981) suggest a role

in movement regulation more critical than braking or stabilizing

for the antagonist. The present experiment indicated a functional

use of the rapid inhibition of the antagonist, namely the rapid

correction of a movement error.

The second finding of interest is related to onset of the

antagonistic inhibition noted earlier. Originally, the intent

had been to find evidence of muscle activation responsible for

an error correction but preceding the error movement. Instead,

there are a substantial number of errors which appear to be

corrected via antagonist inhibition. In half the errors demon-

strating this pattern, the onset of inhibition precedes the error

movement, in some cases, by as much as 40 to 60 msec. This

finding eliminates any peripheral information derived from

displacement as a possible source of error information. However,

an alternative source of error information, still from peripheral
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sources could be derived from the initial burst of activity in the

muscle generating the incorrect movement. Hulliger et al. (1979)

reported the firing of spindle afferents during both steady

isometric contraction and during muscle shortening. Therefore,

it is possible that spindle activity of the incorrect contracting

muscle may have signaled an error. The mean duration of these

initial bursts was 52.5 msec, well within the latencies of long

loop re flexes through brain stem or cerebral cortex (Lee &

Tatton, 1975; Marsden et al., 1973; Cooke & Eastman, 1977) if

spindle activity is nearly coincident with EMG onset. Recall that

Jaeger et al. (1979) attempted to disrupt spindle information

by applying vibration of 100 Hz to both opposing muscles. Although

RTs were increased, ECTs did not change. The Jaeger et al. (1979)

data suggest that rapid error corrections may still occur when

spindle information is disrupted. Their data would not indicate

the spindle activity of the initial burst as the source of early

error information. It may also be inappropriate to compare

reflex latencies to those associated with error detection and

correction in a choice response paradigm.

There is additional evidence to suggest that these corrections

are centrally generated. When Hallett et al. (1975a) tested

a patient with severe pan--ensory neuropathy (deafferentation),

they found normal patterns of antagonist inhibition prior to

agonist onset. Since the pattern was present in deafferented man,

I
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they concluded that the antagonist inhibition represented a

central signal directly to the motoneuron pool. When the same

task was performed by cerebellar patients, 12 of 16 patients

did not perform normally (Hallett, Shahani & Young, 1975b).

*Inhibition either appeared too late or not at all, suggesting

that the cerebellum plays a role in agonist-antagonist

coordination in successive movements. Taken together, these

two findings indicate that the pattern of antagonist inhibition

is a centrally mediated phenomenon, and in the case of the

deafferented patient, not dependent on afferent input from the

prior tonic activity of the antagonist.

Although the evidence is not conclusive, the findings

reported here appear supportive of internal monitoring of

efference and its potential role is rapid error corrections.

The complexity dimension tested in Experiment 2 was not successful

in altering ECTs, but was interpretable in the framework of

central monitoring of efference. Examination of EMG records

revealed that in some trials errors were corrected by inhibition

of the muscle antagonistic to the reversal, a phenomenon which

appears to be centrally mediated (Hallett et al., 1975a).

j Additionally, this corrective inhibition can occur prior to any

movement, ruling out afferent information associated with displace-

ment as the source of the error information. The evidence is not

Iconclusive, since the muscle activity that precedes the inhibition

.
I .]l II .. .II, ,i-
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may also conunicate the error information via its spindle

afferents. Experiment 2 led to the following conclusions:

1. Movement complexity, as manipulated here, did not

alter ECTs, leaving this dimension of efferent

monitoring unresolved.

2. A distinct pattern of EMG activity responsible for

error corrections was observable on some error trials.

3. There was some evidence that the EMG activity (or lack

of it) responsible for the corrective movement preceded

the error movement.

1.
I.

I.

F.
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GENERAL DISCUSSICN

The initial intent of this study was to extend the

existing information base associated with rapid error corrections.

More specifically, the investigation focused on the source of

the error information and the mechangzsm by which the rapid

corrections were achieved. In choosing between the theoretical

explanations of rapid error corrections-internal feedback via

a central monitor, false anticipations, or peripheral feedback-

the choice resolved into whether the error information was

internal to the central nervous system or deriv-d from peripheral

sources. If the notion of internal feedback was to be supported,

the correctness of the response must be determined from information

within the central nervous system. However, if the findings

did not rule out peripheral sources then no decision could be

made regarding the contribution of internal feedback loops to

rapid error corrections.

Experiment 1 attempted a direct test of the source of

rapid error corrections. The efference that would have been

monitored to correct an error was removed, leaving the only

source of error information that present in the afferent information.

When efference was removed, rapid error corrections did not occur.

However, only when subjects generated their own errors were they

capable of detecting and correcting the error rapidly. This

7
I -~
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finding is the most significant reported, since it demonstrates

that rapid error corrections are dependent not on the afferent

input, but on the presence of efference. Experiment 1 also

examined the effect of anticipation on both active and passive

error responses. In none of the comparisons was anticipation

shown to mediate rapid error corrections. It was concluded

that although anticipation may be the cause of an error on

any one trial, creating experimental expectancies did not explain

either the frequency of errors or their rapid correction. The

false anticipation hypothesis (Schmidt & Gordon, 1977) was

rejected as an explanation of how rapid corrections occur.

Experiment 2 eliminated afferent information associated

with displacement as the possible source of error information by

demonstrating that in some errors the antagonist inhibition

responsible for the correction precedes the error displacement.

The possibility that afferent input from spindle activity

associated with the initial incorrect muscle burst might signal

the error was raised, but deemed unlikely in light of other findings

(Hallett et a1., 1975a, 1975b; Jaeger et al., 1979). The

i importance of these results lies in the elimination of one possible

~sourc of afferent error information that could generate rapid

i" error corrections. In eliminating this one source, the

remaining possible sources of afferent error information are

localized "closer" to the central nervous system, leaving fewer

alternatives to internal feedback.
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The attempt in Experiment 2 to manipulate efferent content

via movement.complexity did not yield a positive argument. Evidence

to suggesT.that anticipation may be the cause of errors was derived

from the similarity of errors RTs to their analogous correct RTs.

Finally, one mechanism for the correction of errors was identified

from EMG records. Some errors (4C,%) were corrected through inhibi-

tion of the muscle antagonistic to the correction. This pattern of

antagonist inhibition prior to agonist activation has been identified

elsewhere as the earliest sign of voluntary response in reaction time

paradigms (Hufschmidt & Hufschmidt, 1954; Luschei et al., 1967).

That it has been identified here as a mechanism responsible for

rapid error correction assigns some functional use to the phenomenon.

The results of Experiment 1 and 2 offered qualified support

for the existence of internal feedback that monitors efferent

commands. The support must be qualified since neither Experiment 1

nor 2 eliminated the previously mentioned source of peripheral error

information. What then are the implications for future research, both

behavioral and physiological? First, the efferent complexity issue

should be reexamined. The assumptions that were left in doubt (e.g.

relationship between movement complexity and the efferent

command, Hayes & Marteniuk, 1976) should be verified or

modified. Alternative movements of very different efferent

complexity should be used, not simply movements in opposite

directions. Attempts should be made to generate errors at
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different points in the efferent command, to determine if the

internal monitor is linear as suggested in Experiment 2. Finally,

the types of errors that may occur should be varied. In

Experiment 2, errors and their corrections were equivalent

across the two responses.

Physiologically, it would be desirable to eliminate the

spindle afferents associated with the initial EMG burst as

sources of error information. Since it is difficult to verify

total disruption of spindle afferents from the responding limb

via vibration, a pressure cuff nerve block could be used to prevent

afferent input. The central monitoring of afference hypothesis would

predict no difference with and without nerve block in ability to

rapidly correct errors. A similar prediction would hold for

deafferented monkeys or humans such as the pan-sensory neuropath

tested by Hallett et al. (1975a). If the source of error informa-

tion is internal than these subjects should be able to execute

rapid error corrections similar to normals. However, cerebellar

patients may not have this ability if cerebellum is the source of

internal feedback as has been suggested (Evarts, 1971; Ito,

1974). Also, these patients do not exhibit the antagonist

inhibition pattern (Hallett et al., 1975b) and thus may not be

able to execute the rapid correction. Use of these special

populations would be accompanied by very specific hypothesis based

on the central monitoring of efference and would likely provide
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stringent tests of the concept.

The study of rapid error corrections is important and

deserving of further investigation for a number of reasons.

First, they represent naturally occurring phenomena, a product

of the system, not contrived, atypical conditions for the

subject. As such, the findings obtained are more easily

generalizeable and ecologically valicu. Second, they represent

an alternative function of internal feedback other than perceptual

constancy, adding practicability to the concept. Finally, the

study of rapid error corrections may improve the understanding

of the organization of movement in the central nervous systems,

in both intact and pathological populations. The present

findings are encouraging along these lines.
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Abstract

Testing the hypothesis that spatial localization can be based on an

abstracted spatial location code, rather than on stored proprioceptive

information, orientation of an unseen limb was contrasted under same

and switched limb movement conditions. In Experiment 1, movements were

executed in the midline either vertically upward or horizontally forward

in the sagittal plane. These results revealed that same limb accuracy

was superior to switched limb accuracy only at the farmost criterion

target positions, and it was hypothesized that orientation of a limb

could be mediated by the spatial location code if spatial targets remained

within the confines of an egocentric reference system. Experiment 2 tested

this interpretation more directly by manipulating the availability of

body based spatial referents under the same and switched limb conditions.

At locations defined a priori as inside egocentric space no differentia-

tion between same and switched limb positioning was found, but as loca-

tions defined a priori as outside egocentric space the same limb condition

prevailed. It was concluded that spatial referents, in this instance

Lady based, are necessary when the spatial positioning of a limb must

rely on the spatial location code.

I
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The increased sophistication of today's technology has brought

about considerable changes in the job characteristics of the operator

(e.g., pilot, air controllers, etc.) and between the skills of mili-

tary personnel and the demands which these new technologies make on

them. For example, a very high proportion of an operator's immediate

surrounding is now likely to be comprised of discrete rather than

constant information flow from an instrument panel, radar screen, or

computer terminal. Consequently, both the Air Force and the researcher

need to maintain cognizance of the often unique characteristics of the

operator interfaced with machine in order to ensure maximally efficient

performance, decrease mishap likelihoods, and to implement quality system

and equipment designs. Thus it becomes more and more important to under-

stand the behavioral characteristics of various discrete movements to

spatial locations about the body in order to regulate sophisticated

systems.

Perhaps the most desirable performance characteristics of movement

to crucial locations, such as on an instrument panel, would be the

capability of locating limbs accurately in space using a variety of
movement trajectories and that localization be accomplished relatively

independent of initial conditions, limb chosen, or the specificity of

feedbacV. Directly relevant to such spatially coordinated behavior is

the egocentric referent space for movements about the body and hence

the need to investigate the specificity of the proprioceptive system.

4
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Spatial oriencation is unquestionably one of the more complex

faculties possessed by humans, and as one might expect the orienting

process has preoccupied psychologists for many years (Hollingworth,

1909; Holmes, 1919; Riddoch, 1917; Woodworth, 1899). This interest

has been especially prominent in the area of motor behavior, where the

relationship between orientation and action is an important one. An

aspect of this relationship that has attracted considerable attention

is the role of the so-called spatial referent system (Lashley, 1951)

in the perception and localization of spatial targets (Bernstein, 1967;

Gross, Webb & Melzack, 1974; Howard & Templeton, 1966; Luria, 1966;

MacNeilage, 1970; Paillard & Brouchon, 1968; Pick, 1970; Russell, 1976;

Wallace, 1977).

In this regard, Howard and Templeton (1968) stated that "spatially

coordinated behavior is construed as the development and maintenance of

a repertoire of response patterns which are moulded and conditioned by

the spatial characteristics of the body and of the physical world in

such a way that objectives may be rapidly and accurately achieved."

(pg. 7). The reference system, then, is proposed as a representation

(schema) of physical space that is based on the constructed relation-

ships among spatial referents and to-be-remembered spatial targets

(Attneave & Benson, 1968). According to such a view, a spatial target

is defined with respect to spatial refezents (either body based or

environmentally based), and when orientation to a specific target is

required the constructed relationship betweer, referent and target is

I
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thought to guide this action.

MacNeilage (1970) was one of the first motor control theorists

who stressed not only the importance, but also the necessity of a

three-dimensional spatial referent system for movement production. As

an alternative to the more traditional views that movement regulation

is based on either stored neural commands or stored proprioceptive

information from past movements, MacNeilage proposed a control system

in which the terminal position of a movement was the critical component

for accurate localization. Within this framework, a spatial target is

defined within a three-dimensional system and is then transformed into

a spatial location code, which is subsequently stored in memory. When

localization back to that target is desired, one must determine the

current spatial position, retrieve the desired positions "coordinates"

from memory, and based on these two pieces of information, generate

the motor commands required to execute the intended action.

Although MacNeilage's (1970) original ideas were developed as an

explanation of speech production and speech control, they have since

been extended to include more overt motor actions of limbs (Russell,

1976). Irrespective of the musculature, however, for the spatial

location code and the spatial referent system to be general and viable

mechanisms of motor control, it must be shown that 1) the spatial

location code can be accessed in memory independent from movements

responsible for its initial storage (Russell, 1976) and 2) the presence

.
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(or absence) of spatial referents is a principle determinant of

orienting performance.

Wallace (1977) has reported evidence that accurate limb orienta-

tion can be accomplished independent of direct proprioceptive inputs.

Subjects were required to orient a limb to an experimenter defined

spatial target under two conditions; same limb reproduction and

switched limb reproduction. In the former condition, a criterion and

subsequent reproduction movement were performed with the same limb

(e.g. left-left or right-right), thus, stored proprioceptive inputs

experienced during the criterion movement were available to guide the

reproduction movement. In the latter condition, the criterion and

reproduction movements were performed with opposite limbs (e.g. right-

left and left-right), and in this instance Wallace argued that it would

be difficult for direct proprioceptive inputs gained during the

criterion movement to mediate reproduction. Therefore, if accurate

reproduction was maintained in the switched limb condition, localiza-

tion must have been based on some alternate form of information, this

being the spatial location code. In an initial experiment, where a

criterion spatial target was approached from opposite directions on

switched limb trials, Wallace reported that reproduction errors were

significantly smaller in the same limb condition. When, however,

direction of approach was held constant the superiority of the same

limb condition was nullified. Although such results might be viewed

4,i. .. .... ..... . .
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as restrictive in nature, they nevertheless support the basic spirit of

the target hypothesis. The first experiment to be presented was meant

to further evaluate the utility of the spatial location code by con-

trasting same and switched limb movements that were executed with

vertically upward or horizontally forward in the sagittal plane.
1

Perhaps a more interesting issue related to the spatial location

code is the importance of spatial referents to limb orienting perfor-

mance. More specifically, if a spatial referent system is important

in the orienting process it must be shown that spatial referents

influence the accuracy of limb localization. Within the context of an

egocentric reference system, which is characterized by spatial

referents that are defined entirely with respect to the body schema

(Howard & Templeton, 1966), the second experiment attempted to provide

corroborative evidence in this regard.

EXPERIMENT 1

Method

Subjects. Twelve (N=12) right-handed subjects performed the

vertically upward movements and eleven (N=11) right-handed subjects

performed the horizontally forward movements. Each participant was

recruited from the University of Wisconsin-Madison student population.

Apparatus. In the vertical task, a 2 cm diameter thimble was

I" afixed to a metal rod 90 cm high and 1.3 cm diameter. The thimble

could be easily moved along the rod and when released its final

I



I
353

position was maintained by a counter balance weight attached via a

pulley system. In the horizontal task, the stylus arm of a Numonics

Graphics Digitizer (Model 1224) was constrained to move in one

dimension by a 70 cm long and .5 cm wide track. To preclude visual

and auditory inputs subjects wore black opaque goggles and headphones.

Procedure. After entering the testing chamber, a subject was

seated so that both the midline was directly in front of the movement

track and the movement range could be completed by both arms. A

familiarization period followed, during which the reproduction

conditions and verbal commands were explained. Each trial began with

a verbal command that told the subject the limb to be used during the

criterion movement. A second command followed and this cued the

beginning of the criterion movement. After contacting a mechanical

stop, the criterion spatial location was maintained for two seconds,

after which subjects returned their arm to the start position area.

During the two second location duration each subject was instructed to

rehearse the target's spatial position, however, no specific instruc-

tions for rehearsal were given. The experimenter returned the thimble

or stylus to the original start position, which remained constant

throughout the experiment, and then issued the reproduction command for

the same or opposite limb. The start position corresponded to a point

that intersected the midline and the base of the movement range.

Subjects were further instructed to make the reproduction movement

I
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1f smoothly and directly to the pre-established location, avoiding "

subsequent adjustments once the movement was terminated.

Design and analysis. On same limb trials the criterion and

reproduction movements were executed with the right arm and on

switched limb trials the criterion movement was again executed with

the right arm, but the reproduction movement was executed with the

left arm. For the vertical movements targets were set at 10, 25, 35,

50, and 60 cm from the start position and for the horizontal movements

targets were set at 10, 20, 30, 40, and 50 cm from the start position.

Due to limitations in horizontal reach it was not possible to maintain

identical movement lengths in both instances. A testing session

consisted of 30 same limb and 30 switched limb trials, which were

further partitioned into six replicates per criterion location.

Trials were presented randomly in a way that subjects were given no

indication of the reproduction condition prior to the reproduction

movement. Localization errors at each target were recorded to the

nearest millimeter and inspected for absolute error (AE), constant

error (CE), and variable error (VE). For the results within each

Imovement plane the data analysis consisted of five planned, orthogonal
comparisons (t ratios) between the same and switched limb movements at

each of the five criterion targets. If direct proprioceptive informa-

tion is necessary for accurate localization, these comparisons will be

significant, however, if the spatial location code can effectively

I )
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guide localization these comparisons will be non-significant.

Results and Discussion

Vertically upward movements. The AE analysis revealed that two

of the five comparisons were significant (see Table 1): At the 50 and

60 cm targets same limb reproduction was more accurate, t(48) - 2.59

and 5.24, p < .05. For CE three of the five comparisons were

significant: At the 25 cm target switched limb reproduction was more

accurate, t(48) = 2.80, 2 < .05 and at the 50 and 60 cm targets same

limb reproduction was more accurate, t(48) = 5.27 and 3.08, p < .05.

In VE one comparison reached significance and this was the 60 cm

target where same limb reproduction was more accurate, t(48) = 5.37,

< .05. INSERT TABLE 1

Horizontally forward movements. For AE significant comparisons

were found at the 40 and 50 cm targets, t(44) = 3.99 and 4.46,

< .05. In both instances, same limb reproduction was better than

switched limb reproduction. CE revealed that four comparisons were

significant: At the 20 cm target switched limb errors were smaller

than same limb errors, t(44) - 2.89, < .05 and at the 40 and 50 cm

targets same limb errors were smaller than switched limb errors,

t(44) - 4.51 and 5.33, p < .05. The comparison at the 30 cm target

was also significant, however, it is difficult to assess its meaning-

fulness because the positive magnitude of same limb errors is nearly

equivalent to the negative magnitude of switched limb errors. In fact,

INSERT TABLE 2

I
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if the analysis were to be done on the unsigned means the difference

would be non-significant. Finally, for VE significant differences

were found at the 40 and 50 cm targets and these revealed that same

limb reproduction prevailed, t(44) - 2.38 and 2.53, p < .05.

At the outset it was thought that same limb performance would

either prevail over or be equivalent to switched limb performance.

The data obviously failed to substantiate such an expectation.

Instead, the primary feature of the data indicates a consistent

superiority of the same limb condition at the two famost targets,

whereas, equivalence between the two conditions is maintained at the

remaining criterion targets. Furthermore, this pattern is clearly

seen for movements vertically upward in the sagittal plane and

horizontally forward in the sagittal plane. Although other comparisons

were significant they certainly were not as prevalent, especially when

all three error measures are considered. These data, just like

Wallace's results, appear to place some restrictions on the generality

of control by the spatial location code and at this point it seems

reasonable to speculate on the conditions of these restrictions.

Perhaps the role of body reference points is more important than

has been previously recognized. More specifically, spatial targets

where same and switched limb reproduction is equivalent can be said to

be within an individual's egocentric reference system. As such, body

reference points are available during the orienting process and the

I
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additional information supplied by these referents establishes a

spatial location code robust enough to be used effectively by either

limb. In contrast, the spatial targets where same limb reproduction

is more accurate can be said to be outside the egocentric reference

system, in which case the necessary information afforded by the body

reference points is lacking. Although reproduction in the same limb

condition can still benefit from proprioceptive inputs gained from the

criterion movement, reproduction in the switched limb condition is

forced to rely on a less than optimal spatial location code. Conse-

quently, localization accuracy can not be maintained at the level of

the same limb condition. Such an interpretation is strengthened by

the fact that the 50 or 60 cm targets in the vertically upward

direction were above the head; a position where additional body

reference points would be unavailable.

Rather than invoking the preferred explanation of egocentric

space and body reference points, however, these findings could be

viewed as a movement length effect. That is, the closer targets and

shortest movement lengths were always inside egocentric space, whereas,

the farthest targets and longest movement lengths were always outside

egocentric space. To rule out the movement length explanation another

experiment was conducted in which same and switched limb movements

were performed vertically downward in the sagittal plane. Such a

manipulation meant that the shortest movement lengths were now outside

-d h w &
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the reference system and the longest movement lengths were now inside

the reference system. Movement lengths identical to those in the

vertically upward task were used and fifteen subjects were tested.

The egocentric referent hypothesis predicts that same-switched limb

differences will occur for the shortpr movement lengths, but no

differentiation will occur for the longer movement lengths. In

contrast, the movement length hypothesis predicts same-switched limb

differences for the 50 and 60 cm movements. Unfortunately the results

failed to entirely support either position: Same and switched limb

accuracy were equivalent at all spatial targets. Although this

experiment did not support the egocentric referent hypothesis outright,

they nevertheless rule out movement length as the sole description of

the previous findings.

EXPERIMENT 2

The foregoing interpretation certainly raises questions about the

relationship between spatial referents and the spatial location code

experiment was to determine whether body based spatial referents have

a direct mediating effect on reproduction errors when localization

must be based on the spatial location code. The switched limb

procedure was again used, but now spatial targets in two-dimensional

space were selected on an a priori basis to represent locations either

inside or outside the egocentric reference system. If body referents

Ii
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are necessary for accurate limb localization when direct proprio-

ceptive cues are not available, the expected pattern of results is

rather straightforward: at locations defined as inside egocentric

space same and switched limb accuracy should be equivalent, whereas,

at locations defined as outside egocentric space accuracy in the same

limb condition should prevail.

Method

Subjects. Twelve (N=12) right-handed participants were recruited

from the University of Wisconsin-Madison.

Apparatus. To allow movements in two-dimensions a Numonics

graphics digitizer (Model 1224) was used. The digitizer was mounted

on a formica plate (44 x 82 x 1.3 cm), which in turn rested on a table

67 cm in height, such that movements were executed horizontally

fcrward in the sagittal plane. The recording head was placed 60 cm

from the base of the movement range so that a stylus arm could be

easily moved to any position on the formica plate. By the very nature

of the movement task, criterion movements had to be restricted to one-

dimension, and this was accomplished by requiring subjects to move

inside a .5 wide and 55 cm long track, which was subsequently removed

for the reproduction movement. The digitizer was interfaced with a

Digital Corporation PDPe computer which recorded the X-Y coordinates

of the terminal position on a reproduction movement. To preclude

visual sources of information subjects wore black opaque goggles.

I
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INSERT FIGURE 1

Procedure. The general procedures and instructions were identical

to those stated previously. Three criterion targets were selected to

represent locations within egocentric space (see Figure 1): Target 2

corresponded to a point 20 cm in front of the midline and was chosen

as it represented a location where same and switched limb accuracy

were equivalent in the previous experiment. Targets 1 and 3 corre-

sponded to locations 15 cm to the left and right of the midline and

20 cm from the base of the apparatus at a straight line distance of

26 cm from the start position. These were considered inside the

reference system because they were approximately in line with the

shoulders and could be coded in conjunction with the body reference

In addition, three targets were designated as outside the

reference system. Target 4 was placed 40 cm in front of the midline

and it was the point at which same and switched limb performance first

became differentiated in the previous experiment. Targets 5 and 6

were placed 35 cm to the left and right of the midline, at a straight

line distance of 41 cm from the start position. The latter twocisatpsiintw

locations were defined as outside the reference system because they

were nearly 20 cm beyond each shoulder, and it would be difficult to

code these points in conjunction with some body referents.

Design and analysis. One modification in the experimental design

I
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was t'ie addition of the left-left and left-right limb combinations.

The experimental design, then, corresponded to a completely within

subjects 12 x 4 x 6 (subjects x limb combination x location) factorial.

The data analysis consisted of twelve planned, orthogonal contrasts

(t ratios) which were based on the predictions stated earlier. At

each criterion target the localization accuracy between the right-

right and the left-right combinations was compared and the localization

accuracy between the left-left and right-left combinations was

compared. Note that here we chose to have the limb of the reproduc-

tion movement constant, rather than the limb of the criterion move-

ment as in Experiment 1. Technically it should make no difference to

the target hypothesis which of the movements remains invariant,

however, from a procedural point of view it is probably more prudent

to keep the reproduction movement the same so as to circumvent

potential differences resulting from anatomical o- mechanical con-

siderations; especially in instances where the midline was crossed.

Subjects performed a total of 72 trials that were partitioned into

three replicates per limb combination at each of the six criterion

targets. Trials were once again randomly presented and the primary

dependent measure was radial error, which was defined as the absolute

deviation of the reproduction terminal location from the criterion

target.
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Results and Discussion

Analysis of the data at the spatial targets defined as inside

egocentric space revealed that only one contrast was significant:

right-right localization errors were smaller than left-right localiza-

tion errors at spatial target 1, t(165) = 2.09, 2 < .05 (see Table 3).

The pattern of results was markedly different at the locations defined

as outside egocentric space. At criterion targets 4, 5, and 6 right-

right accuracy was better than left-right accuracy, L(165) - 3.22,

4.17, 2.37, p < .05, and similarly, left-left accuracy was better than

right-left accuracy, L(165) = 3.48, 2.00, 3.25, p < .05.

Of primary interest in Experiment 2 was the effect of body

reference points on switched limb reproduction accuracy, relative to

the same condition. It was reasoned that if spatial referents are

essential when limb orientation is based on the spatial location code,

inside egocentric space the switched limb condition would be as

accurate as The same limb condition, but outside egocentric space,

where body referents were eliminated (or at least made difficult to

use), switched limb errors would be larger than same limb errors. The

fact that localization accu-acy between the same and switched limb

conditions is equivalent only at spatial targets inside egocentric

space provides clear support for such a position. Moreover, the

results at targets 2 and 4 provide both a partial replication of

Experiment 1 and argue against the idea that the previous findings

. .. .. .
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were more a function of the reproduction limb being different.

General Discussion

Employing the switched limb technique (Wallace, 1977), the

present experiments were designed to investigate the conditions under

which the spatial location code (MacNeilage, 1970) could direct the

accurate spatial positioning of an unseen limb. Experiment 1

revealed that subjects were able to effectively use the spatial

location code, but only when criterion targets were within certain

movement ranges. It was subsequently argued that these ranges

defined the boundaries of an egocentric reference system, and it

appeared as if body based spatial referents were responsible for these

findings. Experiment 2 further examined this proposed relationship

between body reference points and the utilization of the spatial

location code by directly manipulating the availability of the spatial

referents. These results showed that accurate spatial positioning was

achieved by the spatial location code only if body referents were

available, thus, supporting the idea that the ability of the location

code to guide orienting performance is dependent upon information

gained from spatial referents. Consequently, foi limb movements

within the present context the generality of MacNeilage's (1970)

target hypothesis seems to be restricted to spatial positions within

egocentric space.

These findings are also related to a growing number of studies
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conccrned with the underlying neural mechanisms responsible for

control of spatial localization. Fel'dman (1974 a,b) believes that

the position a limb achieves is dependent on the length-tension

relationships among the agonist and antagonist muscles involved in

the movement. Fel'dman likened this process to the operation of

a spring. Operationally, irrespective of how a spring is stretched,

when the forces acting on the spring are released it always assumes

an established equilibrium point. Within the framework of spatial

positioning, the specified terminal location of the limb can be

viewed as the equilibrium point. Not only is this concept appealing,

but its explanatory power is confirmed by neurophysiological evidence

concerning alpha-gamma coactivation (McCloskey, 1980; Vallbo 1974 a,b),

as well as positioning studies with monkeys (Bizzi, 1980; Bizzi, Dev,

Morasso, & Polit, 1978; Bizzi, Pciit, & Morasso, 1976) and humans

(Cooke, 1979, 1980; Kelso, 1977).

This length-tension hypothesis can certainly be incorporated into

the present scheme. In fact, these experiments add another dimension

to this type of control. It appears that when a two-dimensional

spatial target is well coded, via body referents, the motor control

system can parameterize the length-tension properties of either limb

equally well, even though the relationship among agonist and antagonist

muscles may be different for the criterion and reproduction movements

(e.g. as in switched limb movements to locations I and 3). Without



365

the spatial referents the settings in the contralateral limb can not

be accomplished effectively because the spatial location code is too

inexact.

These results also point out that more specificity is needed when

referring to the spatial schema or referent system. Typically,

distinctions between types of reference systems have been disregarded.

For example, one is unable to discern whether Russell (1976) refers

to an egocentric or exocentric reference system (see Howard &

Templeton for their differences) in his elaboration of MacNeilage's

target hypothesis. Such a distinction is not a trivial one. Benton

(1969) reviews a number of studies concerning spatial disorders

suggesting that the type of disorder is dependent upon the type of

reference system disrupted. Howard and Templeton (1969) also make a

clear distinction between the two reference systems. We are not

advocating complete functional independence because both undoubtedly

influence the orienting act. Rather, since so little is known about

each system's operational characteristics, it may be more advantageous

to initially examine them independently.

This discussion would be incomplete without briefly considering

one possible challenge to the present interpretations. Rather than

invoking the concept of an egocentric reference system with its body

referents, the data may be the result of distortions in the alignment

of body position, which is an artifact solely at the distant targets.
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As a function of trying to reach the farther target positions, the

limb nears full extension and causes a corresponding rotation of the

upper body. In the same limb condition the rotation during the

criterion and reproduction movements is always in the same direction,

however, in the switched limb condition the rotation is in opposite

directions. Therefore, in this latter instance the rotation could

create misperceptions of the criterion target, and in turn adversely

effect localization accuracy. The closer targets would not induce

this rotation so neither same nor switched limb movements would be

affected. Perhaps the most straightforward test of this alternative

would be to restrict movements to inside the egocentric reference

system and then in some way disrupt perception of the body referents.

If our account of the data is correct, switched limb accuracy should

be worse than same limb accuracy. In any event, until this or

similar experiments are conducted, we are compelled to maintain the

functional significance that has been associated with the spatial

referent system concept and believe it merits continued examination.

I5 I
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TABLE 1

Reproduction Accuracy (cm) of the Same and Switched

Limb Conditions at each Criterion Spatial Target

for the Vertically Upward Movements

Limb Locations

10 25 35 50 60

AE 2.10 2.62 3.38 2.53 1.85

Same CE 1.93 2.10 2.13 0.65 0.20

VE 1.50 2.62 2.95 2.58 1.69

AE 2.54 2.53 3.49 3.49 3.79

Switched CE 2.18 0.69 1.82 -2.00 -1.35

VE 1.60 2.24 3.21 2.60 3.51

I
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TABLE 2

Reproduction Accuracy (cm) of the Same and Switched

Limb conditions at each Criterion Spatial Target

for the Horizontally Forward Movements

Limb Locations

10 20 30 40 50

AE 2.81 3.98 2.73 1.89 1.65

Same CE 2.25 3.71 1.15 -0.65 -0.44

VE 1.28 1.83 2.21 1.74 1.51

AE 3.52 2.98 2.43 4.01 4.02

Switched CE 3.29 2.15 -0.70 -3.08 -3.31

VE 1.76 2.04 2.05 2.54 2.36

T*

I1

I?
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TABLE 3

Mean Radial Error (cm) of the Four Limb Combinations

at each Spatial Target

Limb

Location RR LL RL LR

1 4.10 5.18 5.70 5.63

2 4.22 4.64 5.24 4.60

3 4.77 5.37 5.31 5.02

4 3.25 3.57 6.12 5.61

5 4.70 4.77 6.24 7.76

6 4.62 3.76 6.14 6.36

L

.... .... .. .. ....... .... ...... .. .
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IFigure Caption

F
Figure 1. Graphic of the apparatus and criterion spatial targets.
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Error Detection and Correction

with Organized Movement Sequences

George E. Stelmach
Les D. Szendrovits
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I.

Abstract

Error detection and error correction experiments were conducted to

examine the assumption that organizational processes play an im-

portant role in motor learning and control. During the initial phase

of each experiment the sensory aspects of five movements were held

constant while the organizational structure (sequential vs random)

of the movement sequences was varied. In the learning phase of

both experiments the effect of organization produced increased

reproduction accuracy for the structured movement sequences compared

to those that were random. This benefit of organization carried over

into the error detection and correction parts of the experiments

where it was shown that improved error detection and correction

capabilities were assisted by the manner in which the movements

were presented. The importance of cognitive processes is discussed

in terms of past and contemporary accounts of motor learning and

control.

i
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L.rror netection and Correction with Orjanizes Hvenent Sccuences

G eorge R. Stelnach
Les D. Szendravits

:Iotor Behavior Laboratory
University of Wisconsin-I'aiison

FwAx-ental to the learning and perforn.ance of all skills is

± the capability to recogjnize an3 correct errors. "hilc feedback

I ane practice have been shown to enhance this capability the

practicality of highl, repetitive trainirg is unrealistic and

costly. Coipounrling the problem is the increasing crnmirlexity and

f * sophistication of the equipnent which trainees arc recuired to

1asti-r, Tn way in which to alleviate some of the demands of

training and skill proficiency may be through organizational

strategles. Such strategies represent a cognitive view-point

e!inhasizinu a more vigorous interaction between learner anI envirnn-

ment wherely the trainee can develop ar efficient strategy to store

an,-', retrieve :.iove;,aent information. The consequences ,:r orrganizct,

cver si-.l'; repetitive training would be faster accuisitic, hig~her

levelc of, proficiency, increasc:d learnin-g cal~acitv, the ahilit,

to transfer skills to novel situations an(! an enhance," ahility to

lete-t anO correct, movenent errors. Therefore, it is cricial for

vi,.le I::, lerentit-icn to unlerstarA the role and annlication such

strategies play in learning and riemiory. .'ore specifically if it

can be demonstrated that such str ,4egje- i.rprove the albility, to

r.etect anO correct errors the irplications are clca.: trainces

t
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'wuld be .tter thie : reco-nize a:, , correct thcir nwn errors and

i:rmrove performance mcleasing the instructor fro. valuable retrair-

ing tir.e constraints.

Traditionally theories of rotor control and ,eror- have been

[reoccumiel with the sensory aspects of* :'ovement, claimingr that

variables such as feedback and practice were the pri-ary determinants

for the develon..ent of accurate nerforrnance (AVcams, 1971; Adams &

:oetz, 1973). Of course, these variables are not the only ones that

na: affect movement reproduction. Certainly there are a variety of

information sources which contritute to learning ane performance.

The main thrust of past efforts has 1wen directed at understanding

the characteristics of infor.'ation derived from proprioception. This

thrust has lead to the creation of a nunber of theoretical constructs

that regard sensory information as the nri.mary basis upon which move-

ment reproduction depends (Keele & 7!is, 1972; Kelso, 1977, LaaLs, 1973;

:arteniuk, 1973). Recently these thoughts have been revised,

assi.jning a greater importance to cognitive processing (Diewert &

Stelmach, 1978: Gentile & 1:acson, 1976; 'larteniuk, 1976; Pew, 1974;

Schmidt, 1975). The basic postulato is that individuals actively

plan, organize, and abstract information that culminates in effective

strategies for movement control.

This perspective 'was generated contemporary research in which

cognitive strategies have evolver] in a variety of forms: verbally

labelling novernent endpoints (Shea, 1977), advance planning of a
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terminal location prior to movement (Roy & Diewert, 1975; Kelso &

Wallace, 1978), formulating images of locations (Szendrovits &

Glenberg, Note 1), formation of spatial referents for locations

(Stelmach & Larish, 1980), and organization of information in terms

of contextual rules for movement reproduction (Stelmach & Diggles,

Note 2). Such strategies have been shown to enhance movement

reproduction accuracy compared to a no strategy or inappropriate

strategy condition by supplementing efferent or afferent information

(Kelso & Stelmach, 1976). The actual implementation of a particular

strategy by subjects is generally ensured through instruction, by

structuring the task in a way that the appropriate strategy is easily

discerned, or through both instruction and task structure. The

mechanism by which this improved performance is attained can be

explained via the formation of abstract codes which provide additional

nonkinesthetic information regarding the target and its context which

in turn assist and guide the movement closer to the desired location.

The source or locus of this effect has been hypothesized to be in any

one of three stages of infor-.ation processing-encoding, storage, or

(. retrieval.

One of the more fruitful approaches toward assessing the effects

of cognitive strategies for movement information has been through the

J organization paradigm (Diewert & Stelmach, 1978, Gentile & Nacson,

1976; Nacson, Jaeger & Gentile, 1972). In this paradi.m one group of

j, subjects practice with a sequentially ordered set of movements

It-
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(usually equidistant from each other) and another group practices

with randonly ordered movements while attending to the relation-

ships among endpoints. The findings have consistently demonstrated

that through movement presentation order subjects are able to enhance

reproduction accuracy. The basic assumption being that subjects

actively seek to determine and use the structure and order presented

in the task and that information which is identified and stored in an

orderly manner results in greater movement accuracy and less forgetting.

The consistent order together with contextual relationships among

movement endpoints are believed to facilitate the transformation of

information to a spatial map and subsequent retrieval. A method by

which this could be accomplished is through the formation of a cognitive

strategy which specifies a rule describing the endpoints of the move-

ments. The implications are that memory representation and retrieval

are enhanced by organizational processes resulting in more accurate

movenent reproduction (Stelzach & Diggles, Note 2).

It appears from the preceding discussion that cognitive processes

can and do contribute toward reproduction perfozmance accuracy. one

important contribution toward accurate performance may he the ability

I to detect and correct errors. In the past feedback and practice

variables have been shown to enhance this capability by increasing

the strength of an internal reference mechanism against which

, [
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errors are compared (Adams & Goetz, 1973). Since memory representa-

tion and retrieval are further enhanced by organizational processes

one would predict increased discriminability between target locations

and also error correction capabilities beyond sensory consequences.

The following experiments reason that if organization is a potent

variable in motor behavior it should be able to supplement the

sensory aspects of movement and provide greater accuracy in the

detection and correction of errors. In addition, this potency would

be further realized if it could be shown that organization is

generalizable to recognition processes. As a result two experiments

involving error detection and error correction were conducted to

I test the logic outlined above using a linear positioning task.

Experiment 1

Method

I Subi pts. A total of 40 right-handed volunteers randomly

assigned to two groups participated in the experiment. All of the

1. participants were students at the University of Wisconsin between

the ages of 19 and 26.

Aparatus. The apparatus consisted of a linear positioning

slide. A-handle mounted oanaluirinum paeand connected t

ball bearing sleeve runs along three steel rods (115 cm long x 2 cm

I diameter) which are attached at the ends to a steel platform (120 cm

long x 40 cm wide x 25 cm high). Two rods mounted horizontal and

I
.1 IIn n
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t parallel to each other are positioned 20 cm above the base of the

platform. The third rod is also situated horizontally but sits 10 cm

above the base. The handle is grasped by the subject and displaced in

a right-to-left direction from a fixed starting position. A pointer

attached to the handle assembly on the experimenter's side of the

apparatus moves along a metric scale (in millimeters) in order that

the subject's criterion and reproduction movenentL can be recorded.

An adjustable stop peg aligned by the experimenter defined movement

lengths.

Procedure. The experiment was conposed of two phases, a learning

phase and a test (error detection) phase. The procedures employed in

the learning phase were typical of those associated with a linear

positioning task in which blindfolded subjects wearing headPhones

moved the handle of the apparatus to a physical stop followed by a

reproduction attempt. In the learning phase the experimenter

provided knowledge of results to the nearest half centimeter. Two

independent groups of subjects, Sequential and Random learned a series

of five movements. The presentation of the five movements together

with their reproduction represented one trial block. The sequential

group learned the movements in a constant order, 10-20-30-40-50 cm,

for ten trial blocks. The random group received the same five move-

ments but in a random order which varied for each of the ten trial

+Ii I .' . .. .. _



blocks. Both groups were administered identical verbal instructions.

Following the learning phase (50 trials) both groups entered the

error detection phase which consisted of a two choice recognition

task. Subjects were forced to discriminate between previously

learned locations (targets) and new locations by moving to a physical

stop and responding "old" to learned positions and "new" to all

others. The "new" target positions were located either +5%, +10%,

or +15% from the learned target locations. For example, +10%

of the 30 cm target is +3 cm; therefore a 27 or 33 c, location

constituted the 10% difference limen for this target. The limens

for the other positions were determined similarly. In order to keer

these "new" locations from overlapping the previous learned targets

only three of the original five locations, 10-30-50 cal, were employed

for the error detection phase and subjects were instructed accordingly.

Each subject performed two blocks of 36 trials with a single block

consisting of 18 targets and 18 new movements. Consequently, an

equal num.ber of "old" and "new" movement." were presented in a randomized

order within a block of 3G trials. Knowledge of results was not provided

for this phase of the experiment.

Absolute error and constant error were employed as dependent

variables in the learning phase. The data were examined by analysis

of variance with Organization, Movements, and Trial Blocks as factors;

the last two factors are within-subject variables. For the error

1
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detection phase, percent correct was the dependent variable.

Separate analyses of variance were performed on the targets and linens

with Organization, Targets, and Trial Blocks as factors; the last

two factors are within-subject variables. The analysis of the limens

in the error detection phase was identical to that of the targets

with Organization, Limens, and Trial Blocks as factors where Linens

and Trial Blocks are within-subject variables.

Results and riscussion

For absolute error, the results of the learning phase supported

the notion of improved performance for the organized movement sequences.

Organization F(1,38) = 4.11, p < .05, movements, F(4,152) - 3.20,

P < .05, and trial blocks, F(8,342) - 3.41, £ < .CI, main effects were

significant. The effect of organization demonstrated the superior

repro uction accuracy of the sequential group, mean of 1.65 cn,

compared to the random group, mean of 1.82 cm, during the learning

phase. The trials effect indicated that, with practice, both groups

were able to reduce their errors from trial block 1, mean of 1.96 cm,

to trial block 10, mean of 1.47 cm. Figure 1 displays the performance

of the two groups throughout the learning trials. During early

trials both groups exhibited similar performance, whereas in later

trials, the sequential group manifested less error and began to show

the advantage of organization over the random group. The main effect

of movements indicated that the 10 cm location was reproduced most

! *-- ~- .<.,e di,,
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accurately among the five movements. In sumnary, the sequential

group given identical feedback and practice conditions as the random

group but provided with a structured sequence of movements resulted

in superior performance.

Insert Figure 1 about here

The results of the analysis of constant error for the learning

phase revealed that the effect of rovenents, F(4,152) = 7.90,

p < .01, and the organization x novement x trial block interaction,

F(36,136S) = 2.64, • .01, were significant. However, other than to

show that the shortest movement was overshot while longer movements

were undershot, this analysis did not convey much meaningful informa-

tion because it was characterized by extremely low scores. For

example, the effect of trials showed errors of -.58 cm and -.37 cm

for the first two blocks, respectively. It is difficult to imagine

how subjects could consistently improve on such low scores.

Considering these low constant error scores throughout the trials the

results of this analysis are uninterpretable except in terms of

response biasing.

I
Insert Table 1 about here

The results of the error detection phase for linens produced a

II

I
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significant main effect of limens, F(2,76) 47.84, a ' .01.

Scheffe's post hoc analysis revealed that all three linens differed

from each other, p_< .01, with the 15% limen having a mean of 72.3%

correct, the 10% and 5% limens having reans of 55.7% and 43.7%

correct, respectively. The analysis on the targets produced a

significant main effect of organization, F(1,38) = 6.41, < .05.

This effect was manifested in the ability of the sequential group

to recognize the targets, nean of 70.1% correct, better than their

counterparts, mean of 59.3% correct. Table I shows this effect

clearly. In swurnary, the results of the error detection phase

dexnonstrated that organization does increase the discriminability

between the targets and limens as reflected in the ability of the

sequential group to recognize the targets correctly. To further

substantiate this ability to discriminate between targets and limens

an index of sensitivity, d', was calculated for both the sequential

and random groups. The advantage of the d' index is that it takes

into account both the hit and false alarm rates and is completely

independent of the decision rule that subjects may use. The value

Iof d' obtained for the sequential group was .348 while d' for the

random group was .156. Since the d' value was much larger for the

sequential group, one can argue that through organization subjects

are, in fact, better able to discriminate the targets from the linens.

I
!



This finding supports the contention that cognitive processes supple-

ment the sensory aspects of movement, and further, extends the

generalizability of organization to a recognition paradigm.

Experiment 2

Just as important in the acquisition and retention of movements

as error detection is the ability to correct errors once they have

been identified. The prediction for the second experiment was

identical to the previous one. If the sequential group was able to

employ a more efficient strategy through organization than the

random group, performance would be reflected in smaller errors follow-

ing correction.

Method

Sub ects. Thirty, task-naive, right-handed volunteers from the

University of Wisconsin between the ages of 19 and 30 participated in

the experiment, and were randomly assigned to two groups.

A paratus. The sane linear positioning slide was used as in

Experiment 1.

Procedure. The procedures were exactly the same as in Experiment

I with the exception that the recognition task was replaced by an

error correction task following the ten blocks of learning trials. In

the error correction phase subjects moved to a stop positioned at

either +5%, +10%, or +15% of the length of the criterion movements

practiced in the learning phase. Once again only three, 10-30-50 cm,

i
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of the original five locations were tested to eliminate overlapping

of limens and locations. Subjects were instructed accordingly.

Following the movement to a stop, the experimenter gripped the sleeve

of the slide to prevent slippage during the removal of the stop.

After the stop had been removed subjects attempted to correct the

error by moving either forward or backward to the nearest learned

location. Each subject in the error correction phase performed three

blocks of iC trials (3 replicateb of the 6 liriens for each target)

with randomization of locations occurring fnr an equal number of

limens in each block.

Absolute and constant error were the denendent variables for

both phases of the experiment. Thd learning phase and the error

correction phase were analyzed separately using analysis of variance.

The three factors in the learning phase were Organization, Movements, and

Trial Blocks with the last two factors being within-subject variables.

In the error correction phase the following factors were examined:

Organization, Trial Blocks, Movements, Limens, and Type of Correction

(forward or backward), the last four factors being within-subject variables.

Results and Discussion

The results of the learning phase for absolute error produced

I significant main effects of organization, F(1,28) 17.13, < .01,

4-
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movements, F(4,112) - 3.84, < .01, and trial blocks, F(9,252)

- 5.08, E c .01. It was evident that the sequential group with a

mean of 1.57 cm reproduced the locations with greater accuracy than

the random group, mean of 2.06 cm. The effect of movements indicated

that the 10 cm location was performed with the greatest accuracy.

Throughout the learning trials both groups displayed consistent

decreases in error from trial block 1, mean of 2.10 cm, through

trial block 10, mean of 1.47 cm. The performance of the sequential and

random groups during the learning trials mirrored that depicted in

rigure 1. These results together with those of Experiment 1 add

further confirmation to the efficiency of cognitive processes in the

learning of movements. The results of the analysis of constant error

for the learning phase revealed significant effects of movements,

F(4,112) = 8.43, a < .01, trial blocks, r(9,252) - 3.68, £ < .01, and

an organization x movement x trial block interaction, F(36,1008)

1.42, L 4 .05. Unfortunately, these results were again characterized

by extremely low scores, as in the error detection experiment, and do not

provide meaningful interipretations except for range effects; short

movements were overshot while longer ones were undershot.

In this study, primar I interest was in the error correction task.

The assunptions outlined earlier were confirmed through the analysis

of absolute error. Illustration of this confirmation is reflected

in the performance of the two groups shown in Figure 2. The sequentialI
Ii
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group with a mean of 2.19 cti. was able to correct their errors

significantly better, F(1,28) - 12.85, p- .01, than the random group

that had a mean of 3.47 cm. A significant movement x limen inter-

action, P(4,112) = 2.99, p < .05, also appeared. Scheffe's post hoc

test revealed that the difference between the 15% and 10% lisens and

the 15% and 5% linens on the 50 cm target was significantly different

from all other pairs of means at the other locations. Since there

were no significant effects of linens nor an organization x linen

interaction it was suspected that the increased error was a function

of the rather large correction that subjects had to perform. That

is, there was a greater potential for error for a 15% correction to

the 50 cm target compared to other linens and targets.

Insert Figure 2 about here

The analysis of constant error produced four significant effects:

type of correction, F(1,28) 85.07, < • .01, movement x type of

correction, F(2,56) - 16.56, p .01, linen x tyre of correction,

F(2,56) 12.59, < • .01, and movement x limen x tyre of correction,

F(4,112) = 6.12, p < .01. Type of correction showed that when subjects

were placed short (to the right) of the targets and asked to make a

forward correction, their responses ended short (mean of -.61 cm)

*following the correction. Similarly, when a backward correction

was necessary the correction finished short or to the left of the

i
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target giving a positive score (mean of 1.27 cm). In the movement

x limen x type of correction, corrections became progressively less

accurate as the size of the movements and limens increased, a result

consonant with the findings of the absolute error data.

In summary, the results of the error correction phase revealed

that the performance of the sequential and random groups differed

radically. The sequential group, provided with a structured sequence

of movements, was able to correct their errors more efficiently.

Ceneral Discussion

Traditional theories of motor behavior have advocated that memory

representation is dependent almost entirely on the sensory aspects of

movement e.g., feedback and practice (Adams, 1971; Adams and Goetz,

1973; Laabs, 1973). In this paper it was posited that cognitive

processes, In the form of organization, represent potent variables

for the learning and performance of movements and both experiments

clearly demonstrated this view.

In the learning phase the sequential groups were provided with a

structured movement sequence while the random groups received un-

structured sequences. Under identical conditions of practice,

knowledge of results, and sensory feedback the sequential groups

displayed markedly superior performance during the learning trials

as comiared to the random groups, results which are consonant with
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* previous work (Nacson, Jaeger, & Gentile, 1972; Nacson, 1973; Diewert

& Stelmach, 1978). It was suggested earlier that organizational

processes may operate through the formation of a cognitive rule that

develops as a consequence of the interrelationship between contextual

relations among movement endpoints and presentation order. In other

words the structure that is presented enables subjects to form rules

that can specify spatial referents for movement reproduction. For

unstructured sequences contextual relations may not be perceived, or

more likely, are not as easily discernable when embedded in random

presentations. Since some information may not be discernable to the

subjects, the appropriate rule for reproduction cannot be developed

either at all or to the same extent as in the case of structured

movements.

For the test phase it was predicted that the sequential groups

which had already displayed better performance through organization

during learning trials would be able to retain this advantage in the

absence of knowledge of results for the detection and correction of

errors. For the error detection task two main points must be emphasized.

First, organization does increase the sensitivity of the subjects to

recognize correct responses. Second, the effects of organization can

be extended to recognition tasks, arguing for the importance and

generalizability of cognitive processes. Similarly, the results of

the error correction task revealed that the ability to correct errors

II _ _-_ __
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was enhanced through organization. This effect, illustrated in

Figure 3, was quite prominent where the performance of the sequential

and random groups after correction is plotted as a function of the

distance before correction.

Insert Figure 3 about here

While the error correction experiment certainly reinforces the

inportance of organization it also addresses the issue of where the

effects of organization occur, encoding or retrieval. Subjects, when

asked to make a correction from different limens, are in fact

reproducing the targets from novel starting positions. This represent

a manipulation of starting location, distance, and direction. In

other words, the context at the time of endocing differs with

respect to all movement parameters from the context at the time of

reproduction i.e., retrieval. If the locus of organization is

relegated to the encoding stage, then one would predict that a

manipulation of context would negate the effects of organization since

* the information necessary for reproduction does not match the in-

formation at encoding. Conversely, if the effects of organization are

attributed to a retrieval rule that aids the selection of critical

items from memory, context manipulation should be less damaging to

reproduction accuracy and organizational processes should maintain

....... ..
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accurate performance. In spite of contextual differences, the sequential

group was more accurate in reproducing the practiced locations. Thus,

the effects of organization appear to be strongly linked with

retrieval processes rather than encoding; and accurate movement

reproduction as a result of organization seems to depend on the

retrieval process (Steirach & Diggles, Note 2).

It has been demonstrated that the organization of movement

information improves movement accuracy to a target and error detection

and correction capabilities. The notion that simply ordering in-

fornation results in such improvements goes beyond explanations of

movement accuracy in terms of sensory feedback and repetition.

Indeed, it is equally tenable in light of current porular conceptualiza-

tions of movement reproduction such as the mass spring analogy which

models agonist-antagonist muscle combinations whose length-tension

characteristics determine final accuracy (Bizzi, 1980; Feldman, 1966a,

1966b; Polt & Bizzi, 1979). hile ths account may be insightful

in explaining how limb movements are controlled, it is however, unable

to explain the differential performance of the two groups without

involving a frework that incorporates cognitive variables. In

suTmary, the overall results of these studies support the contention

that organizational. or coqnitive processes improve reproduction

accuracy beyond the sensory aspects of movement and directly relate

such processes to motor learning and control.

iI
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The implications of the findings of the experi ,ents in this

report demonstrate benefits for trainees, instructors, and ultimately

the Air Force. The findings hold promise for assuring success for

trainees during training and once they have left training and are on

their own. For instructors the implications are that attention to

principles of organization .nay negate the need for constant error

correction later in practice. These benefits can accumulate both

temporal and monetary s,7in3s. Furthermore, the fact that organization-

al rrocesses can be generalized to a recognition tas: further

demonstrates its practicality, iri~-rtance, and a need for addlitional

-lev; !( Iip ent .
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Table 1

Mean percent correct recognition on the three targets

Targets (c)

Grou~s 10 30 50 mean

Sequential 68.8 71.2 70.3 70.1

Random 59.6 64.2 54.1 59.3

* 1
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Figure Caption

Figure 1. Mean reproduction errors of the sequential and random groups

plotted as a function of absolute error and trial blocks during

the learning phase.

Figure 2. Mean reproduction scores of the sequential and random groups

after correction as a function of absolute error and limens

for the error correction phase.

Figure 3. Mean .eproduction scores of the sequential and random groups

after correction as a function of absolute error and distance

before correction for the error correction phase of Experiment

2. (There are only 8 distances rerresented on the abscissa

instead of 9 because the 15% li.men at the 10 cm location

(1.5 cm distance) and the 5% limen at the 30 cm location

(1.5 cm eistance) were averaged as one score for each group

for the 1.5 cm distance)

I
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I The Locus of its Benefits

George E. Stelmach
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Abstract

Two experiments on rtoverent organization were iperforv.ed using a

linear proRitioning task to examine the locus of oranization
I

benefits. Organization was imposed by presenting five equidistant

, targets secuentially as opposed to an unorganized random prc¢sentation.

The results of iExperitnent 1 reve.led that organization was beneficial

to perforance, but s-ecific to the performance phase in which it

was -resented and not transferable to other phases. Lxperinent

2 crossed randot and sequential groups with a switched lirb/direction

procelure to sep.arate encoding and retrieval processes. There -was

no benefit of organization where limb-.pecific consequences were

availale or when direction and distance cues unrc reliable;

however, orQanization did benefit retrieval processes when encoding

cues were unavailable. Little evidence was found to implicate

encoding or storage process as the locur- of organ-zat"onal benefits,

while most of the findings suggest retrieval processe" as the locus.

Li

I'
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Movement Organization: The Locus of its Benefits

George E. Stelmach
Virginia A. Diggles

Motor Behavior Laboratory
University of Wisconsin, Madison

Contemporary research stresses the mechanisms which deter-

mine how individuals acquire and process information. Mere

before motor behaviorists searched primarily for the empirical

relations governing acquisition, transfer and forgetting, recent

efforts seek to discover how the mind works in registering, stor-

ing and utilizing information present in a dynamic environment.

Intimately tied to these processes is the phenomenon of movement

organization, the locus of whose benefits is the subject of this

report. ny pinpointing the locus of organizational benefits,

techniques for improving application of this phenomenon may be

developed, advancing the understanding of the cognitive aspects of

skilled performance which may be manipulated for improvement in

physical training. The findings obtained here have implications

for the efficient instruction and training of physical and com-

bative skills to military personnel. Specifically, the success-

ful application of the reported benefits of movement organization

should shorten initial training time to acquire a motor skill,

this benefit increasing as the complexity of the skill increases.

Additional anticipated advantages include the attainment of higher

levels of task proficiency in a given period of time and greater

success when the organizational strategies are applied to tasks

in a novel context.

I.



1:prox imately ten years ago, nIeriory for movem~ent informiation

was characterize! as a collection of 'traces" wihose strenath developed

as a fun~ction of -,ractice and feedback (Aa.,1971; Lzabs, 1973;

'Pe,:ler r. Kerman, 1970; Stelmach, 1974). "Ore recentl*y, there has

been a char.., in how move.:ient information in iernory is vie-wed,

ascribing : iore resi~onsibili4ty to the cognitive arnd' volitional aspects

of m~overient. and3 the perform~er, respectively (7,elso & U;allace, lS7! ;

roy & niewert, 1075; Shea, 1977) . The effects of organization, usedO

here to refer to the ord-erl7 nature either inhere-it in the incorlin;

information or 6erivei Ihy the indiviaual, have !-en docu;'.entel in

rne-ory research in both ver)b-. (see Puff, 19)79; and Tulving &

Donaldson, 1973 for review) and motor areas (Gentile & Nacson, 1977;

DieNwert & 3tel:..iach, 197P). The notion that the arrang-ing of information

accordin,- to smc orticrly principle shouldl facilitate :;;enory processes

is in otpuozition to thc "trace" view of memory an-I in accordanca

with the atv, cognitive view m~ention~ed above.

The benefits of organization have '-*en lerionstrated in positioning

1. tasks (Niacson, JaeGer & Gentile, 1972: '.acson, 1973; Diewert & Stelmach,

197P), however the locus of these benefits is not well establishedi.

& .Ado:'tincj the conventional framiework of three major memory processes

Iencod-inU, storage, ane retrieval (Crowder, 1976- 'Uatzky, 1975) -one

can pinpoint a nunber of loci where the presence of organization uould
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likely result in differential predictions. In encoc'ing, the initial

registry of inconing information (perception) and its subsequent

translation into an abstract form present two possibilities; while

an increase in retention capabilities through a ;ore resilient

storage code offers a third. Experimentally, the processes of

encoding (Gentile & Nacson, 1977) and storage (Diewert & .telnmch,

197P) have each been indicated as the locus of the :hencmenon, the

rationale being that tble benefits attributed to these earlier niemor,

processes are reflected in retrieval processes in an alditive way,.

llowever, retrieval processes, wich include remory search and response

generation, provide adeitional alternatives which warrant consideratinn.

The inclusion of response z4encration in retrieval p rocesses reflecct-

the innortance of rlanning an(? cofinitive involvement to frinal accuracy

in a(1dition to tl'e error detection and correction cormponents usually

thought rcs';onsihle for terminal accuracy' in slow movenents. Where

this planning component is emphasized in slow moveents, such as the

-reselection I:ara1iz nr (Ste!:ach, I 77), it -,a, provide an additional

source of control for accuracy an, thus should not hp ,isnissed from

research ei-qployin slow movee -,ts.

The first efforts at investi;ating the effects of or :anization on

:.er~or-, for movernent were those of h;acson et al. (1972) and later

' acnon (1973). Pmasonin, that the encodin- of mova.ent inforration

I
I
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is a generative process by which input is transformed, ordered, arn

altered to preserve the essential characteristics in a liited

capacity storage, N:acson, et al. (1972) contended that the purzose

of practice was to develop appropriate rules for encoding infornation.

• Gentile and Nacson (1977) suggested that in positioning tasks, input

consists of the contextual relationship ariong the positions to be

learned, rather than the individual feedback characteristics of each

pjosition. In testing this notion Nacson et al. (1972) sought to

ne::onstrate that accuracy in positioning could be facilitated by

emphasizing the spatial relationship among the movem.ent categories

through verbal instructions to half the subjects. As expected, those

with instructions perforned with greater accuracy. Later, Nacson

(1973) exw.ined the effect of constant versus varying or.ders of

presentation. Constant orders of presentation and recall all resulted

in smaller error than the varying order, and within the constant

I. presentations a sequential order was superior to other orders.

Ihe conclusion drawn fromt these results indicated that each target

j. position was cncodtnd in relation to the others, a rrocess facilitated

r by the constant order of presentation. In general, the interpretation

I of these results place the locus of organization's benefit in the

I encodin,5 stage (Gentile & Nacson, 1077).

Dore recently, Piewert and SteL-nach (197) attemipted to expand

j the 1acson findings in a series o! e:,.rinents using experi-menter-

presented organization of five equidistant tarets on a linear slide.

lii
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In this context, a sequential order of presentation constituted

oranization of movement information. Unorganized rrcsentations

were achieverl through varying random orders. A su.".:ary of their

fini.inqs reveale.l that: (a) for ex,;eriirenter-presented orrjarization

to be effective in reducing error, the subject must .e aware of or

attending to the or-aniz'ational 1,rinciple, achieve' in this instance

through instructions; (b) when subjects learn under either sequential

or random orders and are switched to the alternate order later in

rractice, accurac'y in the subsecruent trials is characteristic of

ierfor:.iance in the learning !Jase, that is, the se, uential c rouy

that switched to a randon order iAintained lower errors characteristic

of their ser'ucntial -,erfor.,,ance, ind.icative of a beneficial transfer!

(c) wh., en or-anized orders of rresentation are used in a free recall

rara i,, 5jrorns -,rnvine with kede of rnsults -erfon about the

sa.e as those %,ithout tknowl d'ge of results; (d) 'hen subjects were

allowed to freely recall the tarUct positions, subjects chose a

sc-quential ordler re::ardless of the ordor of Fresentation and -erformere

with nreater accurnc' than 'rours receiving experimenter-preoented 0

organization. Cn t],e basis of these findings, Diewert and Stel.tach

(lTM) concluded that the benefits of organization lie in a superior

menory representation, su'ygestinq a ej'nanic interplay between feedback

and higher order strategies in menor- processes.

The present research effort sought to test ;.redictions deyendent

upon organizational bcnefits resilinr; in particular loci. A nuizer of
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variables were manipulaited to j-rcbe r'ernor-. processes for an indication

of the Process or nrocesses most benefitteO by .i-ove-ent organizat-ion.

Experimnent. I exanineC the cjeneralizability of organizatiorn an~d its

interaction with knowleecjce of results and varying retention intervals.

Experim~ent 2 examined the effect of organization whoire contextual in-

forration is miade unreliable for r~ovement reprorlucti'on.

Experiment 1

Though the previous research efforts indicated a rparticular

aspect of r*iemorv to be facilitateO by or,3anization, it re;nain-eu to

be seen whiether this boenefit was resistant to time and forgetting.

The first of the experin.onts presented here tested the retention

charactnristics associated with orqrnization as i-.el1 ar, replicating

so-.ie of the Diewert an-i telmach fin~lings. yIore s-Ccifically the

purp~ose of Experiment I was faur--Folfi: (1) to seek further sur~port

for the beneficial nature of organination to motor learning, and

retention: (2I) to test the notion that organization may enhance

retention over time; (3) to exan.4ne the interaction of organization

and knowledge of results; and) (4) to further examiine the (jeneralAiz-

ability of orgar'ization learning to randon, unorgjanized conditions.

Mecthod

Subjects. Subjects were graduate and undernraluate students at

the University of Wisconsin-:'adison and were randonly assigned to one of

four experimental groups (1 0). Doth riale and Teimale subjects were

included and were evenly distributedl across groups. All sul-jects were

rinit--handed rid one was paid for his or hier services.
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ppa ratus. The apparatus consisted of a linear positioning slide.

A handle mounted on an aluminum plate and connected to a ball bearing

sleeve traversed three steel rods (115 cm long x 2 cr. diameter)

which attached at the ends to a steel platform (120 cm long x 40 cm

wide x 25 cm high). Two rods mounted horizontal and parallel to each

other were positioned 20 cm above the base of the platform. The

third rod was also situated horizontally but sat 10 = above the base

The handle was grasped by the subject and displaced in a right-to-

left (left-to-right was possible also) direction from a fixed starting

position. A pointer attached to the plate supporting the subject's

handle on the experimenter's side indicated error on a metric scale

(in millimeters) to record the subject's criterion and reproduction

movements. 7n adjustable stop aligned by the experir'enter defined

movement lengths.

Procedure. Prior to the testing the subject was comfortably

seated with the body's midline directly in front of the middle target.

The subjects were familiarized with the ap-aratus and given instruc-

tions on performance of the task. The subjects wore blindfolds and

ear phones to minimize the noise associated with the slide. The

general procedure required the subject to grasp the handle of the slide

-. at its starting position and move the slide at a slow,uniforn pace

1 until it encountered the experimenter-positioned stop, defined as the

criterion location. After 2 seconds, the subject was instructed to

I
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release the handle and the experimenter repositioned the slide at

the starting position. The subject was then asked to reproduce the

criterion location as accurately as possible. For those groups

receiving knowledge of results, error in terms of millL-ieters, short

or lon; was provided. In addition to the instructions regarding the

experimental procedure, all subjects were given instructions designed

to direct their attention to the physical location of the targets

and their interrelationships.

Design.. Testing was divided into two phases, a learning phase

and a retention phase. Each phase consisted of ten trial blocks,

with each block including one trial at each of the criterion locations

(10, 20, 30, 40 and 50 cm). In Phase I, half the sub'ects received

a sequential presentation of the five equidistant targets fron s'ortest

to longest whilc the other half received randon ner.iutations of the

Live tarjets, orders varying from block to block. Half the subjects

in each of these groups received knowledge of results during the

learning phase. During the retention phase, no knowledge of results

were given. The retention interval Lvtween the learning phase and

*retention phase varier! froii irmmediate (0 days) , to 2 days, to 4 days

with one third of the subjects testing under each interval. During

the retention phase, half the subjects who learned under a sequential

oreer switched to a rar.clor order, while a similar switch was made by
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half the subjects who had learned under a random order. In Phase

I, subjects were nested within the Organization x knowledge of

results x trial blocks x movement distance design with repeated

measures on the last two items. In Phase II the retention interval

factor was added to the analysis. Analyses of variance were applied

to the absolute and constant error (AE and CE) from each phase.

Results and riscussion. In Phase I, all main effects were

significant in AZ, p < .05. The secuential group performed with less

error than the random group, F (1,116) = 4.64. Subjects who learned

with knowledge of results had less error than those who learned

without knowledge of results, F (1,116) = 11.04. The trial effect

was caused by error descreasing with an increasing nuiber of trials,

r (9,1044) = 7.84. The movement distance effect was caused by, error

increasing as the length of the movement increased, F (4,464) = 4.99.

In Phase II, only the main effect of organization and movement

Distanceswere significant at p < .05, F (3,96) = 5.46 and F (4,384)

= 2.64, respectively.

Tukey's post hoc analysis revealed that in Phase II, the groupsI performing under a sequential order during the retention phase were

doing so with less error than the groups performing under a random

* order, regardless of the order under which they learned. Figure 1

illustrates the benefits of a sequential presentation both in the learn-

in, phase (Phase I) and the retention phase (Phase I). Organization

T
*
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does not appear to affect the rate of learning as a significant

organization x trial block interaction would have indicated

Insert Figure 1 About Here

in Phase I. Note that in Phase II the groups performing under a

sequential order do so with less error than those performing under

a random order. Tnis finding only paitially replicated the Diewert

and Stelmach findings.

During Phase II, the determining factor for the groups with

mixed orders of presentation was the order they were currently

perfor.ing under and not the order under which they learned. The

encoding specificity princille maintains that the specific encoding

operations perfomned on an item at the initial storage determine the

retrieval conditions which will facilitate the most accurate access

to the reieony trace (Tulving & Thomson, 1973). Although both the

Diewert and Stel'mach (1978) data and the present finding argue against

any encoding specificity , theyi do not support the same interpretation

of the facilitating effect of organization to memory. That encoding

specificity does not exist suggests that the phenormenon of orgi.niza-

tion has little effect on encoding processes per se. The results

presented indicate that organization is a potent variable only at

the tine of reproduction and does not appear to transfer to other

contexts. If such is the case, the locus of any benefits of organiza-
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tion would be localized in either an enhancenent of sane short term

storage or in retrieval processes. The lack of a significant

or3anization x retention interval interaction would seen to argue a

similar case. One would expcyt that a stronger renory re;,resentation

achieved by an organized 11resentation would displa.? greater benefits

after longer retention intervals relative to a randon presentation.

Further evidence that organization is not intimately related to

the encoding and storage processes is derived frora the additive

nature of its interaction with knowledge of results. Knowledge of

results has been traditionally considered a critical factor in

encoding and storage of novement infornation (Adams, 1971, 1976;

Newell, 1977). Table 1, however, illustrates that organization can be

an equally powerful factor in performance. In Phase I, the randon

group with knowledje of results performed at about the same error

level as the sequential group without knowledge of results. About

the same benefit was achieved with both knowledge of results and

organization present as the deficit seen when neither is present.

The additive nature of these variables suggests that they are

exerting effects on different processes.

Insert Table 1 About Here

The results from the analysis of the CE data were not very

-71
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inforwative, as the benefits of organization were not distinguishable

in C.. In Phase I, the main effects of trial blocks, F(9,1044)

10.53, and mnovenent distance, F(4,464) = 15.33 were significant at

n < .05 along with the organization x movement distance, F(4,464) -

3.63, the trial blocks x movement distance, F(36,4176) = 2.48,

and the organization x trial blocks x movement distance, F(36,4176)

- 1.98, interactions. In Phase II, only the movement distance main

effect, F(4,3V4) = 2.77 and trial blocks x movenent distance, r

(3G,345£) = 1.6(', interaction were significant at r < .05. The lack

of any si',nificant organization effects in =. is puzzling. One oulk

likely intuit that an error refltcting clirectional biases would be

sensitive to any :;ianinuiation that enhances the contextual infor.ation

associated with the stimuli. Fevertheless, movement organization

had no differential effect on the magnitude of over- and under-

shooting. One explanation for the lack of an organization effect may

be derived from the observation that in the CE data, errors were

c.uite small, raning from -1.0 to .4 cm (A scores see"ed sii.all also).

:ith such small errors to begin with, even the benefits of organization

could not further reducc error, resulting in an apnarent floor effect

in cr.

Experinient 2

The results of Experiment 1 cast some eoubt on whether

*

.1
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organizational benefits heighten the representation of movement

information. Exneri.,ent 2 manipulated certain variables of the physical

display to make thenA unreliable after subjects had learned the five

target locations. More specifically the second experiment probed

the extent to which location information is dependent on the lirmb-

specific sensory consequences of movement or the physical context

in which the:' occur. One method of separating these two aspects of

movement reproduction is the switched-limb technique originally

developed by Wallace (1977) to test IZacieilage's target hypothesis

(1970) and Russell's (1976) application of it to limb movement.

This theoretical position holds that kinesthetic information about

location is converted into an abstract location code which specifies

a location in terms of the individual's spatial coordinate system.

This system develops with experience as the relationship between

various body parts and personal space. The transformation of specific

kinesthetic information from limb position to an abstract location

code renders the inforration independent of the movements associated

with its encoding and yet leaves sufficient information to generate

reproduction conl.ands to the location (Russell, 1976). Thus it

appears that this technique presents one method of separating the

encoding of information from its retrieval. The switched-limb

procedure does not prevent the storage of kinesthetic endpoint
7

information, however, it does prevent the direct use of this

I
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information during reproduction attempts (allace, 1977). Conditions

are conpared wherein the limb used for the criterion movement to the

experimenter-defined target and the limb used for the reproduction

movement may be either the same (e.g. right arm-right arm) or

different (e.g. right arm-left art_). Also, the direction from

which the reproducing limb approaches the target may le switched,

either from the same direction as the criterion movement or from the

opposite direction. Wallace (1977) found that when the direction

of movement reproduction was held constant, switched-limb reproduction

was equal to sane-limb reproduction. However, when both limb and

direction were opposite to those used in the criterion movement,

deficits occurred. Wallace (1977) reasoned that if the location code

were a relationship between the location of the limb and the surround-

ing context, then switching the direction of reproduction altered

the context sufficiently to make that relationship unreliable.

The deficit due to this directional manipulation apiared only when

limb-specific kinesthetic information was also unreliable. If this

rationale reflects the true situation then organization of that

context may facilitate performance when both limb and direction are

switched.

To test this notion and gain better insight into the locus of

organizational benofits, the switched-limb paradigm was combined with

organizational techniques. It was hypothesized that organization
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would attenuate the deficit previously seen (Wallace, 1977) when

the relationshin between the individual, the targets, and the

physical context is made unreliable.

* 1 ethod

Subjects. Subjects were 48 graduate and undergraduate students

at the University, of Wisconsin-madison and were randomaly assigned to

one of six experimental groups. Both male and female subjects were

included and were evenly distributed across groups. All subjects

were right-handed and task-naive.

Apparatus. The apparatus used in Experiment 1 was also used in

Experiment 2.

Procedure. Experinent 2 consisted of two phases of testing.

Phase I was a learning phase in which the general procedures were

identical to the learning phase of rxperiment 1. That is, subjects

received 10 trial blocks, each block consisting of one replicate at

each target. For half the subjects the order of the targets within a

block was sequential, while the other half received random orders

of the target presentation. All subjects received exact knowledge

of results in the learning phase. During the rest interval between

phases, instructions for Phase II, the test phase, were administered

for implementation of the switched-limb m'anipulations. One third

of the subjects continued using the sane linb-same direction (Sa-Sa)

rrocedure used by all in the learning phase. One third of the subjects
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received the criterion movement with the right arm and were required

to reproduce the target with the left arm from the same starting

position, thus using the same direction as the criterion (Sw-Sa).I

The remaining third of the subjects received the criterion as

before, but were required to reproduce the target with the left arm

from the opposite direction of the criterion and its starting position

(Sw-Sw). In this phase, those subjects who learned under a sequential

order continued under a sequential order as was similarly the case

with those learning under a random order. The test phase consisted

of six trial blocks in which no knowledge of results were given.

Desin. The same criterion locations used in Experiment 1 were

used in Experiment 2. In Phase I, subjects were nested within the

organization factor to yield an organization x trial blocks x movement

distance design with repeated measures on the last two items. In

Phase II, subjects were nested within the organization and switched

limb/direction group combinations to yield an organization x groups

x trial blocks x movement distances design with repeated measures on

the last two factors. Analyses of variance were performed on AE and CE scores

Ifor each phase.

I Psults and Discussion. Table 2 contains the mean data from the

terminal perforaance of the random and sequential groups in Phase I

and their subsequent performance under the switched-limb manipulation in

Phase II. As in rxperirent 1, distances and

11
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trial blocks in Phase I of E xperiment 2, were all significant

at 1. < .02S for AE scores, F(1,42) r 11.42, [(4,16e) - 3.71,

an,' T(9,379) = 6.47, respectivel,. In A scores of Phase II, the twin

effects of groups (defined by the switched-limb ,aniiulation) and

trial blocks were significant, F(2,42) 13.25 and F(5,210) = 2.57,

respectively. The organization x vroups, groups x novenent distances

and novement distance x trial Llocks interactions were also significe.nt

at r < .025, F(.,42) - 4.15, .(,16f) = 6.19, and F(20,C40) = 2.39

resPectively.

Insert Table 2 %bout Here

The AF results of Phase I replicated I-revious fin'ings associated

with the effects of uovement organization. However, in Phase II,

the previous findings with resrect to the switchnd limb paradig

(Wallace, 1977) were not re:licated. Tuke-'s post hoc analysis

indicated that when either limb or direction was switched, errors

increased relative to the cjroup where criterion an,! rep roduction

atte:mpts were identical. Such a finding weakens the rationale for

using the switched-limb technicue in the present context. owever,

should organization be potent enough to overcone the deficit incurred

when lirection and/or limb is unreliable, support for localizing/

or-janizational benefits in retrieval processes ray be indicated.
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That is, if the cues used to encode location information are made

remtote from its reproduction, performance would then reflect the

rule or strategy for making the reproduction attempt.

Such support was found in the organization x groups interaction

shown in Figure 2. T!ere, sequential and random groups did not

differ in tLose conditions where the same limb was used for reproduc-

tion (Sa-Sa) or when the same direction was used (Sw-Sa). However,

Insert Figure 2 About Here

when both li:mb and direction were switched (Sw-Sw) the sequential

group performed at about the same error level as the same limb,

switched direction group (Sw-Sa) while the random group's error

continued to climb. If organization were an encoding or storage

benefit, the sequential qroups in this latter phase should have

performed with less error in all switchinq combinations. However,

if the effect is localized in retrieval processes then the benefits

of organization would be demonstrated in those conditions where the

usual cues were unreliable. In fact, there was no benefit of

jorganization where the limb-specific sensory consequences of the
movement were available or when direction and distance were reliable

5 cues. when these cues were unavailable or distorted the presence of

oroanization attenuated the deficit expected.

i!I
'N'
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In CE scores of Phase I, movement distance and trial blocks were

significant atn < . 25 as well as their interaction, F(4,16C)

11.58, r(9,37S) = 2.49, and F(36,1512) = 2.47,respectively. The

movement distance effect was caused by a siqnificant undershootinq at

the 20 ct target. The trials effect reflected the decreasing error

exrected with learning. In Phase II, the switched lib-/direction

grouns r:ain effect and the qrouls x movenent distance interaction were

significant at 1- < .025, P(2,42) - 5.06 and N(P,16 ) = 9.2 respectively.

£ The effects in Phase II were due to increased undershooting in the

switcheI-limb, switched direction group which reproduced from the

opposite directien. '. in Exn;eriment 1, CC scores were quite s~iall,

ranging fron -.64 to .14, reflecdn- a possible floor effect. The

benefit of organization was not distinguishable in error scores

indicative of directional bias. It would seem that while organization

reduced the magnitude of error it does not affect the tendency to

under- or overshoot differentially.

General Discussion

The purpose of these experiments was to better define the locus

of organizational benefits in memory processes. Previous research

*indicated two processes in particular, encoding (Nacson, 1973; Nacson,

et al.. 1973, Gentile & Nacson, 1977) and storage (Diewert & Stelmach,

197). The result of the present experiments suggest some modification

of these contentions. The argument has been riade that the greatest

F
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benefits of organization are effected in retrieval rrocesses. Consider

together the following points:

1. Subjects must be consciously aware of the organizational

structures present in order to benefit fro. them an awareness usually

achieved through instruction (Gentile & :;acson, 1977; Diewert &

Stelrach., 1972) .

2. Subjects who are allowed to impose their own order on the

information choose a secuential order and perform with greater

accuracy than those constrained to use the experimenter-presented

organization (Diewert & Stelmach, 1971). Both this point and the

previous one seen to highlight the cognitive input of the individual

in the generation of the rezproduction attem~pt.

3. There is no beneficial transfer of organization when one

changes from an organized context to a randon one. Similarly, the

ordcr under which previous learning occurred is not as critical as

the current order under which the indlividual is performing. The

principle of encoding specificity does not apply (Experiment 1).

4. There is no differential benefit of organization when

varied retention intervals are used, a strong argunent against a

"stren(jthened :.ienory representation" being the locus (rxperiment 1).

5. There was no differential benefit to organization when

other perceptual cues were available in the switched-limb paradigm,

a technique designed to separate encoding from response generation.

... . ... .L. . . . .. . . .. .i I " . . . . . . . . . . - . . . . ..
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However, organization did attenuate the deficit seen when the

relationship between the individual's spatial coordinate system,

the target and the physical context is made unreliable (See Experiment 2).

These five points suggest that organization facilitates the retrieval

stratogies or rules actively used by the individual to access and

retrieve information froL. remory for the purpose of response generation.

At this point it would perhaps be beneficial to expand on the

earlier explanation of nemory processes to examine just where and

how organization may have the greatest effect. As mentioned previously

encoding is comprised of perception of infoniation and its subsequent

translation or recoding (Diewert, 1977). That organization would

enhance perception is unlikely since this manipulation would not

heighten the feedback from peripheral recep tors or affect transducers

differentially. '!ow;ever, there are a number of ways that the

translation or abstraction process could be affected. By noting

similarities, redundancies and/or regularities incornorated in some

organizational framework, the individual could enchance the trans-

lation process ly reducing the amount of information required to

sPecify an item unambiguously. If such a rediuction were accomplishe,!

a secondary benefit would be seen in an increased storage capacity,

however, the locus of this benefit would be in storage. The present

ex;'erirnents do not aldress this storage capacity notion since only

five itens were used.
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I
.secon, and more critical alternative may be a eifference in

Irecision. That is, would having an organized presentation aid the

translation process hy dlecreasing the uncertainty of the abstract

for,;. in s-ecifying the target item? The learning phases of each of

-. the experLments cited1 here seen to indicate that this is the case,

that having cncoded infomation sequentially, accuracy is improved.

Switching in the latter phase of testing to a random order shoulcl have

had little effect on te originally encoded targets. Yet differences

did occur in I-xperinent I suggesting an already stated that some later

Frocess was responsible for the observed differences and that encoding

specificity (Tulving & Thompson, 1973) did not apply to ork.anization.

Tat asiect of the encoding process which indeed may facilitate later

processes is t.e forrnulation of a rule or strategy which when made

available to retrieval processes achieves the ollserved benefit.

Stora-e processes would seem least likely to benefit from move-

t.ent organization. If the target can be sp.ecified in two ways;

e.g. detailed and specific versus abstract and general, no

rationale - trace decay or interference theories (Stelmach, 1974) -

sugcsts a stronger or nore resilient memory representation due

to organization. Although the interference viewToint might

surjcest that a simple, abstract code would be less susceptable

to disruption from interfering events than the conplex, detailed
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representation, no retention benefit was found in Experiment 1.

Furthermore, if the benefit were truly localized in the storage of the

target information than sequential and random groups would be expected

to divcrge over time. Instead it is common to find the groups differing

after only 1 or 2 trial blocks and either maintaining the initial

difference or eventually converging.

There arpear to be a pumber of ways that organization may possibly

aid retrieval processes, which in this context includes a search

through memory for the target and generation of a response to reproduce

the target. Two searches are involved in the linear positioning task,

the first specifying grossly which of the five target items is required.

Organization makes possible a content-addressable search (Massaro,

1975) where the label directly cotimunicates location in memory and

in which nmemonic devices or labelling would be most useful. In the

present paradignm the benefit to this type of search is minimized by

the criterion movement irmediately preceding the reproduction attempt

and the use of a relatively small number of targets. The second

type of search requires one to distinguish one point in space from the

I infinite number of points nearby. It is this point, the target, which

is specified by an abstract code and this discrimination that determines

accuracy.

Organizational principles used to generate rules or strategies

to specify a tar--et in remory may also be used to guide the reproductionii

|
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attempt. An example might be: Let 0 origin (starting fosition),

let D = thP distance between targets, then 0 + D = Target #1, 0 + 2D =

Target #2, etc. such that 0 + (Target #)D would specify all targets in

these experiments. In the switched-limb paradigmi a siaple trans-

fornation, 0 + (6 - Target #)D, could be used to guide reproduction

atte:apts. :ot only could such a rule be used to generate the response

17y providing the desired values for the variables in the equation;

kut such a rule could also be used to test the correctness of the

attez.ipt. (Steliach & Szendrovits, Note 1), e.cr. test whether the abstract

code for the location chosen satisfies the equation specifying the

desired target. Using a rule or code in this way could be quite helpful

when the criterion infornation differs oreatly from the reproduction

attempt as is the case in the switched-limb technique. ',.hen this nani-

pulatioa was used, organization was beneficial only when other cues

(lirib, direction, distance) were unusable or distorted.

Gentile and Nacson (1977) maintained that inrlividuals used

stimulus prorerties such as "spatial relations, contextual relations,

temporal patterns, and other stimulus redundancies" (p. 14) to develop

rules of encoding, their logic being that motor recall was depenientI on the encoding proces'-. We would concur that organization provides

-- a rule, 0.1. their 'sequential-increental" rulc where both a

relation (se-:uential) and a code (adl a constant distance) were used.

I
I
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I

However, we propose that the abstraction processes involved in encoding

inforration are responsible for or aid in providing the rule or

* strategy used later in the retrieval of the information. The reasoning

for such a suggestion is that if encoding is organized, the rule or

strategy employing that organization is at least available and

usable by subsequent processes; but if organization does not also

benefit retrieval processes, organized and unorganized groups would

be undistinguishable on the basis of performance. The present data

suggest that retrieval processes may benefit independent of encoding

processes.

i

r

!
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Footnotes

This research was supported by the Life Sciences Program,

Air Force Office of Scientific Research under grant nuzaber AF-OSR

7S-.3C91.

1I I Since Wallace (1977) found that the reproduction accuracy of

- the right and left arm were equal when direction rertained invariant

L this condition was omitted from the experimient.
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TABLE 1

m iean, Absolute rror in c-- of org;anization

by KP. Interaction, Phase I

K P No KR

Sequential 1.66 1.96

Fandwi 1.87 2.10



1 1.

I

A. TABLE 2

1-Mean Absolute Error in cm for Organization

by Switched Limb-Direction Interaction

Phase I Phase II

Trial Block# 10 1 2 3 4 5 6

Sa-Saa  1.75 1.97 1.71 1.76 1.73 1.37

Sequentia] 1.27 Sw-Sa 3.32 2.59 2.33 2.P5 2.95 2.66

Sw-Sw 2.59 2.11 2.36 2.08 2.35 2.57

Sa-Sa 1.76 1.89 1.70 1.95 1.91 1.52

Pandom 1.49 Sw-Sa 2.72 2.47 2.49 2.88 2.24 2.61

Sw-Sw 4.46 3.42 2.83 3.34 2.92 3.51

a

Sa-Sa = sane limb-same direction

Sw-Sa = sitched limb-same direction

Sw-Sw - switched limb-switched direction

I
V

I

I
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Figure Captions

Tigure 1. Absolute error in cm for random and sequential

groups in the learning phase (Phase I) and for the organizational

transfer groups in the retention phase (Phase II) of Experiment 1

is shown. Each trial block represents the mean error of 5 reproduction

attempts, one at each of the 5 target locations.

Figure 2. The interaction of organization groups with the

switched-limb manipulations for Phase II of Experiment 2 in absolute

error: Sa-Sa = same limb, same direction; Sw-Ca = switched limb,

same direction. Sw-Sw = switched limb, switched direction.

I.

I

I
I
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ASTRAC 1

Three vitally important areas in motor performance research are

presented with especial emphasis placed on the level of their current

understanding and on the directions it is believed they should take

in order to maximize not only conceptual understanding but also practical

application in systems design, training and actual performance. The

first area is that of control theory where it is revealed that contemporary

models or analogies, for the most part, do not adequately describe

known or hypothesized characteristics of motor organization. Descriptions

of more appealing systems are provided and emphasis is given to the use

of control theory as a broad research paradigm for enhanced conceptualization

and experimentation. The second area addresses the specification of

action; in particular, the means of the realization of overt volitional

acts from abstract plans, and the parameterization of movements are

speculated upon. The final section discusses the topic of motor skill

automation with special regard to its labored empirical progress, and

to its relationship with volition and attention. The overall theme of

the review is not to express the explicit practical utility of these

topics but is rather to recognize the issues which, for a number of reasons
have failed to beer practical fruit in the past (thereby attempting to

jmake both researchers and flight instructors aware of their existence)
and to offer some tentative guidance regarding issues which, when more

completely comprehended, will be of use to the Air Force and others

interested in maximizing human performance.

LI

K I
6 !_ _ _ _
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INTODUCTIOTI

1While the psychological and physiological basis of motor performance

has interested researchers and those people or institutions which seek

to gain serviceable information from research for many years, both

areas have witnessed a sudden expansion and increased dynamism recently.

There are several reasons for this new interest: First, there has been

an increased realization that motor skills have a rich cognitive

component intermediary to perception and action (although Air Force

research programs have concentrated on such considerations to a notable

extent). Second, those interested in motor performance and those who

have been traditionally linked only to psychology have developed, out

of mutual necessity, a dialogue with the neurosciences. Such multi-

-disciplinary intercourse has already begun to create new conceptual

understandings and opportunities. Third, artificial intelligence has

developed techniques that enable corputers to exhibit aspects of

intelligent behavior and has made insightful contributions to the com-

prehension of the nature of multipurpose control systems. The utility

of such research in defense related institutions should become apparent.

Finally, motor skill research is no longer shackled by the requirement

of practical applicability and has turned toward the processes that

I. underlie skilled performance. While such a theoretical emphasis may

not satisfy the immediate demands of instructors and teachers who are

searching for ideal methods by which trainees can learn tasks, it may be

of some comfort that only by such an approach now will applied benefits

be forthcoming.

I!
I.l
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The thematic shift away from research on skill acquisition and

learning variables toward motor control processes has taken place

because learning cannot be adequately characterized without first

understanding the structural and functional means of control. It

appears that addressing processes rather than products is a more basic

task for research. Indeed, such a change is radical, especially since

motor performance research was initially shaped by the attitude that

learning is the primary aspect of the skill situation that any instructor

or trainer should be concerned with. Previously, the conceptual structure

for motor performance research was shaped by the overriding view that

*improvement in task performance (whether measured by speed, reduction

of error, or response consistency) was the sole criterion for successful

learning. This approach produced voluminous amounts of empirical research

that conveyed little knowledge regarding the acquisition and retention

processes of human performance.

* If any concept worthy of note that has emerged from the research

in skilled performance over the years, it is the realization that the

hu a.n as a behaving system is extremely complex. Yet, the history of

scientific inquiry has taught that the main path to generality and elegance

is to search for measurable properties of behavior where the observable

phenomena take on especially simple forms. After many years of attemptil g

to simplify motor behavior through reductionistic paradigms, the emerging

contemporary theme is that a complex system cannot be understood as a

! simple extrapolation from the properties of its elementary components

and that this form of scientific inquiry detracts from the integrity

of the system that is being studied. When viewed mechanically, the

human organism Is a rultisegmented, multilinked system whereby movement

!
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J of one segment can influence the motion of an adjoining segment

in a variety of ways. The plasticity, flexibility and intricate

organization of an acting human presents researchers with a multi-

. layered puzzle possessing an infinite number of pieces and combinations.

From the foregoing realizations, there is a trend emerging in

Jall motor performance research which appears to favor holistic and

interdisciplinary approaches and which considers the entire system

I i n its attempts at understanding. There is a definite move toward

more descriptive studies that focus on phenomena and away from

"experiments on experiments". This expansive outlook is also perhaps

j an indication that the motor behaviorists, who in the past pursued

relatively parochial lines of research have developed a common language

I w with their colleagues in cognitive psychology, systems engineering,

biomechanics and the neurosciences. Of greatest import is the potential

of a multidisciplinary approach to lead the theorist and practitioner

Ifurther toward some solution of the puzzle of skilled human performance.
Our feeling is that if the area is to advance it must be cognizant

I of the holistic and ecologically valid perspectives. These perspectives

ii are quite broad and it is not so much the intention of this review to

cover all possible applications of these perspectives as it is to offer a

guide for future research concentration. We have chosen three issues-

clearly, not an exhaustive list-- which we believe to be central to

[progress in the area of skilled motor performance. The remainder

of the chapter will be concerned with introducing the chosen topics,

briefly explaining the present status of each and speculating on

[their pertinence and potential for further investigation.
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In the first section, control theory is introduced as a vehicle to

enhance future conceptualization and experimentation. The viability of

Jthis perspective permits interdisciplinary interaction, providing a frame-

work capable of encompassing the entire system and generating eloquent

1. simulation techniques to test and compare theoretical models. However,

j since cortrol theory provides only a conceptual referent for examining

motor performance, the second part of the chapter deals with the specifica-

tion of action. As such, we speculate about the translation of higher

level codes into the language of muscle dynamics, firstly, in terms of

1. action plan realization and secondly, at a less-abstract level of dis-

cussion, with regard to the metrical and ttructural specifications between

control levels. Lastly, skill and action automation is discussed in the

light of the slow and difficult progress which is being made in the area.

A number of contemporary ideas about automated skill are highlighted and

future experimental possibilities, especially those utilizing skilled

actors in normal, and/or natural situations, are offered.

FUTURE DIRECTIONS

Control Theory

Motor control has moved to the forefront as a topic of research interest

in many areas interested in human performance. It has evolved to the extent

Ithat commonly used, though controversial, models are inadequate at addressing

the questions control theorists ask. Their inadequacy lies primarily in

their simplistic portrayal of the human motor control system and the limited

investigation prescribed by such a view. The more common representation

is that of a hierarchical, single-level control system in which movement

j Is the output resulting from the execution of motor commands issued frou

I

I A
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[
a single command generator. Conceptualizing the motor system in this way has

led to the focusing of investigative attention on events occurring prior to

specification of the response as is seen in most information processing

models (Massaro, 1975; Welford, 1968). An example of this type of model

I is seen in motor programs, used by Henry and Rogers (1960) to describe

control of rapid movements, and subsequently popularized by Keele (1968).

At that time, Keele defined a motor program as a centrally stored, pre-

structured set of motor commands spzcifying all parameters of the movement

but, he has since presented a more palatable and less detailed and specific

version in which the sequence of movements is represented in the motor

program. However, when precision is required or corrections are necessary,

it is argued, allowance is made for closed-loop adjustment.

While the motor programming notion has engendered much research for

some time (Keele, 1977; Klapp & Irwin, 1976; Sternberg, Monsell, Knoll &

Wright, 1978), it has been a less than satisfying analogue for movement

control. The complexity of the human motor control system far exceeds

the explanatory capacity of this concept. The rigidity of motor programs

cannot explain how muscles may vary their functional roles about the same

Joint nor why the innervational states of an individual muscle and the

movements it produces relate equivocally (Turvey, Shaw & Mace, 1978).

When one considers the possible degrees of freedom (Turvey, 1977) for

hum.ans involved in skilled movem.ent, it is difficult to conceive of one

Istructure (the executor) specifying the exact timing and combination of

muscle contractions for all possible movements. Such a notion places

Iconsiderable responsibility on the executor, prescribes total dependency

1;
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of any lower portion of the system, and suggests a vulnerability to dia-

turbances and malfunctioning not characteristic of the human performer.

Control T,,eory Perspectives

These paradoxical control problems unaddressed by single-level

control models suggest a need to thoroughly reassess our traditional

views of how the higher brain centers control coordinated movement by

the adoption of a conceptual framework that stresses the entire behaving

system, unencumbered by methodologies and "hardware" considerations

-- (Stelmach & Diggles, 1980). The framework we believe most useful for

understanding the theoretical positions emerging is that of control

theory, derived from systems analyses (Toates, 1975). Control theory can

be viewed as a methodological or operational paradigm, focusing on the

interactive behavior between or among the components of the physical

system where a system is defined as an interconnection of components

forming a configuration to provide a desired response (Metz, 1974).

Control theory is more than simply a methodology, it is an idealogy for

studying "how things work", and by its nature draws on many disciplines

for application. A control theory perspective aids in conceptual think-

ing and provides a basis for constructive criticism and functional evalua-

I tions.

There are several facets of control theory which recommend it s a

framework for understanding motor performance in particular. As previously

mentioned, an increased awareness of the complexity inherent in the con-

-trol of action has served to demonstrate the inadequacy of many simple

r models in the literature. A control theory framewcrk considers the

entire system, attempting to represent complexity while at the same

r
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time refining it to a more digestible quality. Although it is an integral

part of the engineering sciences, control theory is not bound to any one

discipline, its utility is universal where physical systems are identi-

fiable. The corbon language provided by control theory promotes and

facilitates interdisciplinary exchange and the awareness that the prin-

ciples educed are not dependent on the physical "hardware" of the system.

Thus, it furnishes a superstructure for interpreting-a;comparing find-

- ings from multiple sources.

Classifications

There are many diverse types of control systems, each with particu-

lar advantages and disadvantages as far as the type of control they exert

is concerned. We have chosen three characteristics by which control models

may be categorized that go beyond simple open-and closed-loop notions.

The first characteristic addresses the basic organization of the system

and specifies the direction of control. The form of organization addressed

here is hierarchical where higher centers exert control directly or indi-

rectly on lower structures or mechanisms. Feedback would not qualify as

control in this sense, since it is only meaningful relative to the de-

sired outcome, thus feedback loops can be included in a hierarchy without

breaching the "top-dowm" flow of command.

The second categorical distinction is related to the number of levels

Sof transformution information must pass through between the system reference

1* signal and the achievement of the goal state. A transformation in this

sense should be thought of as both refinement as in increasing specificity

Vand alteration due to additional inputs at other levels. For simplicity's
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Jsake, the number of levels a system may possess has been dichotomized
into single-level and multilevel categories.

I, Still a third trait operationally distinguishes control processes

- into a meaningful dichotomy: lumped and distributed control. This

particular distinction focuses on control within a level of the system

defined and the function of the structures at that level. A lumped

model is defined where control processes or functions are homogeneous

across structures at a single level. Examples of lumped systems can be

found in most information processing models in which one structure in

posited to operate on input at any given level. In a distributed control

system, function at any one level is spread or distributed among a number

of structures which may interact to achieve the desired output (Arbib,

- 1930). Consequently, a distributed system does not require an executive

command generator to initiate and control movement. An example of

distribnited control is seen in the context of industrial control systems,

where a hierarchy of loosely coupled computers manage the optimization

of production by sharing responsibilities to achieve overall plant goals.

(Kahne, Lefkowitz, & Rose, 1979).

Each form of control possesses characteristics which are reflected in

the theoretical models that are subsumed under it. As models are classi-

fied under a particular form of control, the advantages and disadvantages

associated with that form may be anticipated in the model. Thus, one

S!. may evaluate the control capability of existing models based on their

form of control. It should be noted that a taxonomy such as that layed

out here is an operational convention to aid in theory comparisons and

evaluation, thus, it is certainly arbitrary, and overlapping

V

- -"



1452

categorizations will occur due to the broad ranee of theories. For

Iexample, there are theories which address the entire behaving system
and those which attempt to model some discrete aspect of the system;

both can possess varying degrees of complexity and detail. Regardless

of the scope of their intended description, models can be classified by

their control characteristics. Thus, multilevel lumped or distributed

control theories may encompass systems that vary widely in their control

responsibilities; for example, the firing of a single neuron versus the

regulation of a gross movement.

Exemplars

In opposition to the simplistic single-level notions of movement

control, the concept of functional groups of muscles, be they synergies

- (Bernstein, 1967); motor schemas (Arbib, 1980); spinal automatisms (Shik

& Orlovsky, 1976); or generators (Smith, 1980), have been posited as inter-

mediate levels of control to describe the neaningful units by which the

central nervous system specifies movement. Early on, Bernstein (1967)

proposed these intermediate steps between the higher centers and indi-

vidual muscle contractions. He suggested that movement may be specified

in terms of muscle linkages; linkages being defined as a group of muscles

that co=.nonly work in synergy. This view, in one form or another, has

been expressed by a number of people (Easton, 1972; Gelfand et al., 1971;

Greene, 1972; Turvey, 1977). Easton (1972) more specifically suggested

that a considerable amount of motor coordination was based on a reper-

- toire of reflexes. Muscles engaged in associated movements could be

functionally connected by combinations of reflexes or coordinative

structures which could be activated by a single command of either central

t
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or peripheral origin. The notion of coordinative structures invoked by

Easton refers to the pattern of connections between interneurons and

other interneurons or motoneurons that resemble those patterns elicited

by reflexes (Easton, 1978), and was arrived at through observation of

quadrupedal gaits, some athletic and art forms (Fulcuda, 1961) and neuro-

physiological findings (Hellebrandt, Houtz, Partridge & Walters, 1956;

Orlovsky, 1976). Further support for these functional muscle combina-

tions is derived from the presence of interneuronal networks which may

be activated to produce stereotypic movements and segmental reflexes.

The autonomy connoted by this subsystem would be curbed slightly by the

necessity of a smoothing or tuning function to choose and fit appropriate

sets of muscles to achieve coordinated, volitional movement (Greene,

1972).

Central systems using the mechanisrs proposed above fall under the

rubric of multilevel systems where transformation of the movement

command do intervene between intention and performance. The advantages

of caltiple levels of control over single-level ones include a reduction in

the size and complexity of the command and the alleviation of the com-

putational burden on the high level "executor" by delegation of minor

computation and processing to lower levels. However, these models are

still simplistic in a control sense because they suggest that functioning

is lumped within levels. The disadvantage of lumping control in this way

is the loss of plasticity and flexibility attainable if control is

interactive at a given level. Subsystems may not compensate for each

other except through the next highest level of control. Lumped models

cf the central nervous system also require an executive controller
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1
or "command neuron" (Rosenbaum, 1977) to initiate commands, resulting in

a rigid and vulnerable control system. In come cases, the lumped model

may be a simplification of a more complex, distributed model but the cost

of simplicity is the elimination of plasticity and flexibility. One

facto' contributing to the use of lumped models is the, as yet, poorly

defined "hard wiring" of the system. When more is known about the inter-

actions and interconnections of the central and peripheral nervous systems

lumped models will presumably become less common.

To circumvent the shortcomings of behavioral models falling in the

lumped category, it appears necessary to postulate not only vertical

interaction in the nervous system but horizontal interaction as well. In

support of horizontal interaction, Soviet investigators have focused on the

spinal cord as a complex mediator between supraspinal influences and

muscle contraction (Perkinblit, Deliagina, Feldman, Gelfand & Orlovsky,

1978; Gurfinkel, Kots, Krinskiy, Paltsev, Feldman, Tsetlin & Shik, 1971;

Gurfinkel Z Paltsev, 1965; Shik, Orlovsky & Severin, 1966). For the most

part, these investigators view muscle synergies, as did Bernstein (1967),

as mechanisms for simplifying the control of movement by functioning as

the external larguage of movement and the internal language of the

nervous system. A number of investigators systematically examined the

communication and interactions of subsystems involved in preparing a

complex, kinematic chain such as the body for movement (Belenkai, Gurfinkel

& Paltsev, 1967; Gurfinkel & Paltsev, 1965; Paltsev and Elner, 1967).

Gurfinkel and Paltsev (1965) demonstrated the presence of contralateral

influences in the spinal cord when observing that a knee jerk on one side

. altered the state of the segmentary structures of the opposite side by

t
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I evoking both patterns of facilitation and inhibition depending on the

time course of the task. Belenkii, Gurfinkel and Paltsev (1967) also

reported anticipatory activation of some muscles of the lower limbs

J and trunk involved in maintaining equilibrium. Recordings indicated

that neural activity preceding movement was elicited not only from alpha

motoneurons but also from the interneurons of the spinal segment. It

appears that supraspinal processes do not simply send direct movement

commands but that their basic role is the "appropriate rearrangement of

j the interaction organization of the individual subsystems at the spinal

level" (Celfand et al., 1971, p. 336). Thus, high level processes

I which prescribe the interactions of subsystems can be seen to implement

feedforward a-nd achieve tuning. It is the interactive and cooperative

nature of these spinal processes that places them in the distributed

category.

The findings reported suggest that movement is controlled by a

nraltilevel, distributed system where control is diffused across several

structures that interact within and between levels to arrive at an out-
a

put. In this context a single "comand neuron" or executor is not

i requisite but may be replaced by the cooperative effort of a number of

structures or collection of neurons. Thus cooperative computation, as

Arbib (1975) terms it, is achieved through both vertical and horizontal

interaction of neurons. This type of control offers an explanation of

the adjustments seen in movement to compensate for variations in starting

I' position, unexpected disturbances, and injury to a subsystem. In doing

so, the system's reliability is great15 enhanced.
RO
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jThe advantages preferred by models of distributed control are con-

wincing proponents of this concept. The flexibility and plasticity of

* such models closely resembles that witnessed in hunan performance and

illustrates the adaptability of which distributed control is capable.

However, there are disadvantages to distributed control which may detract

from its optimality and yet add to its veridicality. When control is

centralized through a high-level controller with all information avail-

able, better performance, relative to specific situations and purposes

results. However, this achievement is at the cost of flexibility,

reliability and an extraordinary increase in responsibility of the single

controller. When control is decentralized, as in a multilevel distri-

buted model, greater flexibility is achieved through interacting systems,

but there is also the potential for errors with ench interaction, much

like residual noise in the system. Although such noise would not be

great enough to result in a system failure, it would increase the varia-

bility of the output. Noise-produced variability in this context could

explain the observation that humans never perform a task exactly the

same way twice.

Perhaps the greatest disadvantage to the concept of distributed1
I control is the difficulty one encounters in trying to study it. The

Sr possible interactions and potential sources for input present the

1. investigator with a Gordian knot, difficult to unravel and difficult to

J retie. The scarcity of research efforts directed at testing this

model assert the reluctance some may feel in using such a model. We

I feel that control modeled as a rultilevel, distributed system is worth

1the effort of examination. Phenomenologica.lly, convincing parallels

'I
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Jhave already been identified between the human nervous system and this
type of control, and future investigation should be aimed at empirical

substantiation.

In the past, certain aspects of control theory have been applied to

the study of motor behavior. Input-output relationships, block diagrams,

and "black boxes" were commonly used conventions in systems modelling.

7 This elementary application is in some ways responsible for the simpli-

city of earlier models. The true potential of a control theory perspec-

tive has not been realized due to this rather eclectic approach to its

adaptation. If we are to progress toward more veridical representations,

the objective of simulation techniques, the models built must reflect

- more closely the complexity of the system they are to represent. We believe

control theory has much to offer in the modelling of motor control systems

as stated previously; and as will be seen in subsequent sections, it

offers a logical framework for consideration of specific control mechanisms.

We hope that this brief exercise in the evaluative capabilities of control

theory has demonstrated the utility and power of such a perspective and has

encouraged its future adoption.

Specification of Action

Plans of Action

i One of the most important issues to be addressed in motor control isI the interface of abstract representations, from which actions are con-

structed, with movements. This interface requires the translation of a

I higher level code to the language of muscle dynamics. The propogation of

this control signal seems to be one of the most natural, albeit perhaps

1. most elusive, objects for investigation since scientists are continuously

*1
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I
seekinpr optimal and valid solutions for complex systems. Knowledge of

I the mechanisms used for the development and transformation of economical

and expedient control signals would certainly add to optimal understanding

of the performing human. Toward this end we shall examine transformation

Sprocesses for a plan of action, tuning and finally the language of muscle

-, dynamics in an effort to propose some questions that we believe can stimu-

late and guide future research.

- Any theory of action must account for the obvious translation of

intentions into purposeful movement. This is made possible, at least

*conceptually, through a plan of action. We propose that a study of±

action plans, per se, will not further the understanding of motor con-

* trol but that a study of how the process required to translate these

abstract representations into action will invite a future direction for

inquiry.

I Psychologists primarily have been the ones to invoke a variety of

explanations to describe plans of action in an attempt to explain

purposefu interacton with the environment. C onescibally, plans

rof action are described as general instructions prescribed for the

regulation and integration of muscular coordination (Miller, Galanter

& Pribram, 1960; Norrman, Note 1; Pew, 1974). Three attributes

are characteristically ascribed to action plans. First, plans are

derived from intention. Second, plans are general representations of

action and not detailed specifications. Third, they contain information

concerning both the appropriate sequencing of movements and their temporal

Scharacteristics as they relate to the serial nature of the act. Unfor-

tunately, these explanations remain in a conceptual format and have not

moved into an experimental setting, a transition which is necessary if

i
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practitioners are to understand conceptually and behaviorally the course

of action. Since this has not happened, nor is it immediately likely

jgiven the "slippery" nature of these constructs, we propose that a more
fruitful approach would be to study the process by which these higher

I. level control signals carry out their control functions.

.Tuning

The development of action plans into a precise regulation of move-

. ments requires the translation of crude general commands to specific

muscle activation. Assuming that a plan of action may be implemented

.5. through the process of tuning two inmmediate questions must be answered.

L How is tuning effected and where is it implemented? It has been proposed

that tuning is accomplished through feedforvard and feedback mechanisms

J while the implementation seems to occur at an intermediate level of

control, functional muscle groups (Arbib, 1980).

IIt seems quite clear that a composition of coordinated movements

is not controlled by commanding single muscle contractions. The

advantage of this intermediate level of control, of course, lies

in reducing the degrees of freedom of the system in its complex inter-

action with the environment while simultaneously reducing the load

L on memory. Physiological evidence for the presence of functional

muscle groups has been available, as a result of Soviet research,

for a number of years. Shik %nd Orlovsky (1976) found that the basic

pattern of stepping could be generated by the spinal cord without input

from the brain. This spinal automatism controls phases of activity of

I muscles in the stepping cycle while the brain influences the overall

level of muscle activity. The unmistakable presence of interlimb reflexes

and the central coordination of limbs during locomotion indicated o. higherI
I
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alevel automatism responsible for these events. Easton (1978) supplied

a partic.'alarly appealing description of how such functional muscle groups

could operate, which was alluded to earlier. Briefly, movement commands

activate reflex centers which, in turn, activate groups of monorneurons and/

or interneurons. Once the pathways are facilitated, the central nervous

Lsystem issues a general excitatory command to all motorneurons b-Ut

triggers only the facilitated ones. The product of the reflex centers are

1. thought to be fitted together and smoothed by a set of tuning transformations.

Sources of input are accessible from direct cortical control of motoneurons,

from afferent feedback, and from reflex recruitment.

4f Emerging from the neurosciences also comes the realization that

muscles engaged in associated movements, which may be functionally con-

1 nected, could not be controlled simply by combining stereotypic actions.

Although movement commands ma activate functional muscle groups,
coordinated volitional movement would require a smoothing or tuning

1 .function to choose and fit appropriate sets of muscles (Easton, 1972).

Greene (1972) specifically describes tuning before movement as selecting

an appropriate operating characteristic (feedforward). The highest

[control center selects an appropriate combination of movements that

appears to provide the best fit for the desired outcome while trans-

formations at lower levels shape this combination into a more precise

approximation through feedback. The parameters that appear to be

Icontrolled in the tuning process relate to selected functional muscle
groups and their temporal characteristics.

!I1 !_ _ _ _
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j A further elaboration of tuning is provided by Arbib (1980).

Coordinated control programs schedule and coordinate simultaneous

I, actions through the use of feedforward and feedback mechanisms

so that successive actions are smoothly phased in order. Several

ideas have been developed in an attempt to explain how plans of

action are translated into coordinated movement, the most popular

of which considers action plans to be implemented through a tuning

process which in turn exerts its effects on functional muscle groups

*to orchestrate voluntary movement. Although these ideas are more

characteristic of a complex behaving system, they are in large

j part speculative and therefore warrant a great deal of further

empirical scrutiny. For example, those interested in skill performance

1. might ask how the system maps one control signal to coordinate many

1 signals; that is, how humans perform a single operation that controls

independent components in a very detailed and prescribed manner,

end at which levels of the nervous system these transformations

take place. We believe that future research will certainly revolve

around these new issues and related questions.

]I Parameterization of Action

rThe Language of a Control System

An additional contemporary issue is one which addresses control

problems at closer proximity to the surface structures than those commented on

thus far. As a matter of necessity, control systems research should be married!i

I
!I



to work aimed at defining the parameterization, or at least the degree of

parameterization, of action. At least two reasons justify the necessity.

First and foremost, a control system, in and of itself, cannot adequately des-

I. cribe action; it merely provides a framework or environment in which

action, given suitable context, could occur. Clearly, a control system

is unusable if its software is neither described nor appropriate since

1 it then has no means of control; it would be like a machine with no operating

instructions. Furthermore, the greater the controlling influence

Iassigned lower centers, given their functional flexibility, the greater
the need for specific understanding of parameters. One -ay to analogize

parameterization is to consider the control system, whatever its character-

1 istics, and the "language" with which it must realize, from a non-motor plan

of action, an overt motor act. The language can be considered the most

mutually informative, concise and immutable instruction relayed from one

control level to any other. The language of one pair of control struc-

tures may be different from that of another pair, but over the entire

system, structures which converse with each other do so in a common

language. For example, in a hypothetical control system movement force
i is specified by an executive structure A. Structure B, responding to it,

integrates the quantity and obtaining a velocity specification which it

might relay in turn to structure C. Through further quantity integration

C therefore capable o: obtaining a displacement value from A's original

force specification by dealing only with B in their common 'language'.

IThe second reason for improving the understanding of this language
I is the result of L-.nditional motor behavior theorie&' inherent inability

I
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l to represent kno-n functional characteristics of the nervous system.

Motor programs (and open-loop systems of similar ilk), additionally, are

rigid and energy-expensive even as theoretical models because of their

single-level lumped control characteristics. Mounting physiological and

behavioral data (see Stelmach and Requin, 1980 for a contemporary anthology)

.1, are suggestive of a multilevel control system with distributed and perhaps

free-dominant characteristics (Turvey, Shaw & Mace, 1978). Being address-

specific, motor programs are cumbersone and top-heavy to the extent that

* 1 even the simplest acts would, it would seem, overload the executive's storage

and specification capability. In terms of the analogy, rather than

1. "determining which entity of the 'vocabulary' would permit initiation and

partial completion of any act, a motor program would seem to need a pre-

determined and correctly ordered number of different 'letters', a

I situation certainly uncharacteristic of an efficient and effective control

system (and one also failing to resolve the iegrees of freedom problem

f m.entioned in the preceeding section). In addition, both open-and closed-

loop theoriez pl-ce imbalanced priority on efference (open-loop) a.d

afference (closed-loop) when such a dichotory is becoming increasingly

jredundant (see Evarts, 1971; Kelso & Stelrach, 1976; Kelso, Holt, Kugler

& Turvey, 1980; for discussions).

I1 Motor Programs

Recently, and in the light of more convincing evidence, the concept

of -,otor programs has been revised. Schmidt (1979), for example, has pro-

I moted the idea that a motor program should now be regarded as an abstract

memory structure which contains certain generalized and invariant proper-

I ties but which, at some stage of action realization, requires the specifica-

tion of other p-areters in order to allow the act's unique characteris.ics

to evolve (shades of 'vocabularies', one suspects).

kI
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I

j One obvious need in motor performance research is to determine

whether every metrical and structural prescription is context-specific

and dependent upon the muscle involvement or movement characteristics.

In addition to pursuing this problem, other directions of research need

to be examined; namely, the appearing arguments and models which have

been proposed with regard to the physical and dynamic properties of

muscle. Suffice to note here that at least one reason for their appeal

is that muscle is the final component or filter through which all motor

output must pass (Cooke, 1980; Turvey, 1977).

The research on innate activities such as gait, again primarily by the

* Soviets, reveal that there may indeed be centrally programmed parameters

which are invariant over changes in the stepping pattern. Shik

and Orlovsky (1976) noted that increases in locomotion speed

are only the result of changes in force application during the

stance phase and not in the phasing (relative timing) of the limbs.

Grillner (1975) has provided a model which considers sequencing and rela-

tive timing to be invariants in the production of action, and Schmidt (1979)

has suggested that relative force within a sequence might also be specified

in an act's abstract representation. There is not a great deal of research

which has explicitly addressed this problem. One interpretation, derived

from handwriting experimentation (e.g., Merton, 1972; Wing, 1978), has been

suggestive of movement duration and spatial relationships being context-

consistent, whereas overall force specifications are free to vary, and

this view has been supported by recent two-handed task data (Kelso, Southard

& Goodman, 1979). Klapp (1977) has shown that muscle selection is para-

Imeterized at a relatively late stage in the specification process, as is



suggested by his statement that, "response programning, as assessed by reactionI time, does not establish the commands for particular muscles" (p. 301).

1Masb Sis

A more accurate and attractive approach to control would be to develop

j a model based on the consistent finding that there is specification of final

position. Supportive data have come from both behavioral research (e.g.,
7

Kelso, 1977; .acNeilage, 1970; Marteniuk & Roy, 1972) and from physiolo.r.

Early Russian work (Asatryan & Feldman, 1965; Feldman, 1966a, 1966b) in

particular, is now being reinforced by a series of others which have focused

on the dynamic characteristics of muscle. The original studies examined

arm movements in response to sudden unresisted loadings or unloadings of

external torques, and the conclusion was that the arm acted like an elastic

system whose mechanical properties were not influenced by the external

force changes. The model suggests that the nervous systen preselects

equilibrium points by choosing the parameter of zero or resting length of

a muscle and if actual length does not equal this value, movement takes

place. Although more complex than a simple spring, the basic argument is

that the muscles act as a joint by virtue of their inherent non-linear

vibratory or oscillatory characteristics so that regardless of initial

location or external perturbations, the joint is capable of achieving the

desired equilibrium point. Recant evidence has reinforced the contentions

I of this ruodel. Bizzi's work (su.arized in Bizzi, 1980) has revealed the

primacy of an equilibrium point (between agonist and antagonist length-

tention) specification. Bizzi and his associates found that learned arm

Iand head target positions could be reproduced by normal and rhizotomized
monkeys despite constant and acute load pertarbaions. Kelso (1977)

Ifound similar results in functionally deafferented human subjects.

1*|



These data, in addition to supporting an equilibrium hypothesis,

effectively lay to rest some basic arguments by open-and closed-loop

advocates and reveal some parameters and structures that cannot be in-

volved in action specification. For example, details of the replication

of target positions under deafferented conditions has long been an anathema

- to closed-loop arguments and open-loop theorists may have difficulty inter-

preting the achievement of final position under perturbed movement conditions.

This finding is also contradictory (at least for undriectional movements)

to Schmidt et al. 's (1979) remodeling of motor programs by the impulse-

timing hypothesis. According to this hypothesis, and using the Bizzi pars-

digm, the perturbation of the moving arm would result in a shortened move-

ment distance, since the force and duration specifications would have been

met. Only if the precise length-tension ratio for agonist and antagonist

- muscles were made could a location be attained despite external torque

application.

An important problem which arises from the Bizzi (1980) hypothesis is

that the system would require immense storage capacity and computational

capability if one specific equilibrium point is to be specified for one

movement: from all the possible length-tension curves for the agonist

and for the antagonist, one value, at the intersection point of these

I curves, needs to be specified. Accepting the point that the muscle does

J act like a non-linear spring, the problem of control of the spring is

pivotal. Sakitt (Note 2) has suggested that an equivalent electrical means

I of overcoming this storage-computation overload would be a battery across

a rheostat. The specification of the rheostat pointer would determine
I

I.
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alpha motorneuron innervation (final position) and the battery would

determine total innervation (overall muscle tension). Therefore, after

I determining joint angle on the rheostat equivalent, Sakitt suggests that

-any innervation will cause movement to the correct location. Does such

an electrical circuit have a neural equivalent, or is some other mechanism

involved in this supplementary and necessary parameterization?

The work of Houk (e.g., 1979) is relevant to these problems. He

I. suggests that descending motor commands act to shift the threshold length

I of the motor servo (a negative feedback system involving stretch and un-

loading reflexes) and that they could act to modify muscle stiffness (the

ratio of force change to length change) rather than to regulate just

muscle length or provide load compensation. Therefore, in response to

i the mechanical parameterization question (i.e., whether it is length,

force or some derivative thereof), Houk suggests that it is none indivi-

dually "since a controlled change in threshold length acts to shift the

f entire relationship between length and force" (p. 112) which is then

regulated by proprioceptive feedback. One might consider that the regu-

I lation of stiffness is not unlike regulating a rheostat pointer; the

specification of resting length, by length-tension curves for example,

is preset with other modifications (rate, acceleration and phasing) being

I made by altering stiffness and damping properties (Kelso et al., 1980).

One pivotal direction that marky researchers of motor performance

appear to be in the midst of taking is the depiction of movement control

in terms of muscle dynamics and the coordination of groupings of muscles

as single functional units. Recently gathered data, such as those of

Bizzi, Cooke, Kelso et al., and Schmidt (all in Stelnach & Requin, 1980),

when taken with those of Feldman (1906a, b), are reflectinv the convergenceI

11
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of conceptual, theoretical and empirically based positions. A complete

understanding must be a future goal. Presently, there are a number of

aspects which remain problematic. The data mentioned above, while giving

I support to contemporary theories of action, do not provide lucid explana-

tions about multidirectional movements either in terms of control mechanisms

or in terms of parameter specification (although it should be noted that

I alternatives to these hypotheses have yet to be consistently substantiated).

Schmidt's recent (1980) suggestion that relative timing is a dominant
I

aspect of action specification in reversed movements warrants expanded

investigation and elaboration, and the exact nature of skeletomotor

reflexes, after Houk's (1979) description, requires further examination

also. Whether the parameterization of multilimbed movements is similar

to that for single-libed ones is unclear (compare, for example, Kelso

et al., 1979 and Marteniuk & MacKenzie, 1980). The resolution of all

*these questions is certainly a challenge for the 1960's; the development

of veridical explanations of control mechanisms, both theoretical and

empirically determined, is crucial to the study of motor performance.

Furthermore, the utility of such explanations may transcend those areas in

I which they will be derived; the Air Force and other institutions which rely

jvery heavily on an excellence of motor skill perfonmance should have particul-
arly strong interest in the continuation of research in these areas. Again,

* jpractical significance will only be revealed when the true theoretical
bases are determined, and the transition along the continuum between

*pure theoretical positions and methodology for the systems designer and

instructor will only be accelerated by continued empirical evaluations.

I.

I
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Automation

j Motor Skill Automation

As one progresses from an inexperienced to a skilled state, dramatic

I changes occur in motor performance. A widely held belief is that an in-

experienced performer must spend considerable time and effort to re, ..ate

the movements demanded by a particular task; a process which requires

active and conscious participation. In contrast, conscious involvement is

uncharacteristic of an experienced individual's performance.

Despite these known characteristics, our knowledge about how motor

skills are automated is surprisingly scant and certainly incomplete. In

many ways psychologists know little more about the nature of automated motor

Lb skills than was stated or known in the 19th century (Stelmach & Larish, 1980).

There is really no clear empirical support for automation, yet such a

I capability seems to be a necessity for an optimally designed motor control

system. Perhaps this explains why so many are willing to intuitively accept

the idea or assumption that motor skill automation is possible. Past research,

1 however, has assessed automation in a cursory way, and has been confined to

examining the motor act itself.

i Through the years it has been assumed that the way to understand

attention is by documenting the limitations of processing capacity. Con-

sequently, numerous attempts have been made to define factors involved in

limiting, controlling and directing attention (Kahneman, 1973; Keele, 1972;

Moray, 1967; Norman, 1968). On the basis of this rationale, two distinct

I views of attention allocation have developed: one relating to capacity and

Ithe other to structure. A major problem that plagues the attention area

is the inability of the capacity models (Kahneman, 1973; Norman & Bobrow,

1975) to provide a quantitative framework wherein the upper bounds of

capacity can be determined. If a movement's attentional demand varies

I according to the nature of each tank to be performed, it is difficult to

.4[
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pinpoint the reasons for processing limitations when an explicit theoretical

framework is nonexistent. Lacking a definable limit of attention, capacity

j models are at best global, fosterinn, predictions too imprecise to allow

for fair and adequate tests. In constrast, structural models (Keele, 19T3;

:Posner & Snyder, 1975) have been subjected to rigorous evaluations because they
i are more concise, permitting the design of clear cut tests of their validity.

o Hoever, capacity theorists contend that these tests have either utilized

i techniques insensitive to the smal I amounts of attention required by a process

or that the difficulty of the tasks have failed to exceed the limits of the

1- capacity system. Circular arguments such as these and the ability of each

model to account for part or all of the other's research data is a major

hindrance in revealing the nature and function of attention vithin the

processing system.

Although the foregoing research and analyses may appear to be en-

lightening, they fail to provide definitive answerb about the nature of

j performance automation. Important unsolved problems include the determination

of the operational characteristics of this automatic state and the variables

which influence the development of automation. Only after an understanding

is gained with respect to these problems can we begin to make substantive

Istatements about how rotor skills become automated and what the antecedent
conditions to motor skill automation are. The studies examining

simultaneous motor performance were both equivocal and subject to

Fnumerous methodological criticisms (Bahrick, Noble & Fitts, 1954; Brovn,
1962; Vroon, 1973). Further, the reaction time probe studies relate to

automation only in the sense that they docuent which aspects of movement

[ require attention (Ells, 1969; Posner & Keele, 1969; Salmoni, 197).

Automatic Activation

(In the section to follow, it is our intent to briefly develop a some-

what different perspective with rerard to motor skill automation; namely,



r the study of automatic sequences (for an expanded version, see Stelmach

& Larish, 1980). Briefly, an automated sequence consists of memory associa-

tions which are activated in specific response configurations without

I active attention. Goal-directed movements are generally made in reference

to some specific environmental context where the activating cue may be

visual, auditory or kinesthetic. As a result, repetitive association of

a specific environmental cue with a specific motor act, or a finite number

of responses, is quite common. What may, in fact, explain automation is

I. the development of an automatic sequence, such that the contextual situation

- automatically triggers the necessary action from the appropriate response

class. Thus, a crucial aspect of automation involves the establishment of

definite stimulus-response relationships involving the specific context

for action where the automatic processes activate the retrieval of over-

learned associations from well-established memory structures. The major

point, then, is that we should no longer focus on just the motor act itself,

but rather that we should emphasize the contiguity between context and action.

jAssociative and Automatic Learning

Recently, LaBerge (1975) and Shiffrin (1977) have developed models

I of perceptual and associative learning based on automatic activation.

LaBerge views perceptual learning as a two-stage process: firstly, one

learns to select among relevant and irrelevant stimulus features and secondly,

the relevant features are organized into higher order cognitive units.

Initially, both stages are subservient to attention control for the iden-

Iitification and coding of unfamiliar stimuli or events. Each experience

with the novel event increases the strength of this coding, such thatI
less attention is required for perceptual organization. Finally, with

repeated exposures the necessity for attentiona control to produce the

codes is eliminated.i
!



Schneider and Shiffrin (1977) and Shiffrmn and Schneider (1977) ex-

tended LaBerge's ideas to include motor responses in automatic sequences.

SAn automati: sequence consists of a systematic association of memory codes

which have two properties: 1) the sequence of codes always becomes active

in response to a particular input configuration, where the inputs nay be

externally or internally generated and include the general situational

context, and 2) the sequence is activated automatically without the necessity

of active attention by the subject (Schneider & Shiffrin, 1977). An

example given by these authors is that of a red traffic light might initiate

I a braking response when someone is driving a car, yet a walking, halting

or traffic scanning response when the same person is a pedestrian. Clearly,

flight-related examples abound.

Perceptual learning, then, is analogous to the process of acquiring

a new motor skill, where the learner must discriminate among relevant and

I irrelevant movements, and then organize the relevant movements into a

patterned whole, the skill itself. As learning progresses conscious

selection and organization is eliminated, and the initially independent

movements are performed as a smoothly sequenced action. Associative learning

involves the temporal-spatial congruity between an environmental event

I and the optimal motor response schema (Schmidt, 1976). We must re-

emphasize that a mutual dependency between current context and action is

being stressed. It can be said that automatic sequences consist of over-

I learned spatial-temporal associations between a set of environmental con-

ditions and a motor schema appropriate to the current situation.

X IWe are in agreement with Norman (Note 1) when he states,

"Conscious awareness of schemas is not necessary for performance.
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1 The general idea is that well-learned plans need only be specified

at the highest level. It is only with poorly learned acts or with

I novel rearrangements of well-learned components that conscious

awareness of lower level components is required. When a plan is

modified, however, there is a critical junction point at which the

Imodification must occur, and if the required schema is not activated

at that time, the regular, unmodified set will continue" (p. 24).

3 Examples of Automatic Seuences

We hope to illustrate the functional importance of automatic sequences

Iby describing real-life behaviors that appear to be under automatic control.

We believe that insight into automatic sequencing can be gained by observ-

ing non-random errors in performance. It will become apparent that motor

I slips most frequently occur when an habituated or routine motor act must

be altered in the absence of conscious processing.

number of excellent examples of automatic sequencing can be identi-

fied in flying behaviors. While a pilot's general intent may be to take-off

or to fly in a particular pattern, certain behaviors can be considered

I. specific and routine elements in the flying scheme. For many, these

actious are even completed in a pre-specified, unaltered sequence each

time one gets into the cockpit. In fact, these behaviors are probably

habituated to the point that attention need not be given to their actual

performance. These actions are certainly simple enough, but what happens

to them when cne must fly an unfamiliar plane? If the layout of the

instrumentatio panel is different, some very interesting, although more

I often dangerous, motor slips can occur.

One example can occur with the position of altimeter in the cockpit.

I

Ii!
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Some training simulators nay have these devices in a certain position,

whereas the actual plane may have it somewhere else. The pilot may, in

the proLess of checking the altitude of the actual plane, "automatically"

I glance in the direction of the simulator's altimeter. Only after it is

not found to be where it was originally thought to be, can an adjustment

be made. Similar occurrences may occur in the reading of such instruments

if their design and operations are not similar: "normal" reading methods

may not give accurate information if two devices are designed to be

read differently.

Another example can be derived from tower control of landings and

takeoffs. Anyone who has been forced to use unfamiliar radar equipment

having a radically different display or apparatus arrangement from

their usual one can surely attest to the potential for motor slips. For

someone who is a skilled flight controller the very necessary adjustments

between context and action are indeed difficult and tedious. To

accomplish this, a slow down in reading and response speed or a temporary

halt and then readjustment to the new equipment is required.

What these exaples illustrate is that there appears to be a close

association among the intent to act, the context for action, and the

1motor schema. The intention defines the context for action, which in

turn activates the motor schema best suited for achieving this intent.

I However variations in context will require alterations of the habituated

actions in the motor schema. If conscious processing is not allocated to

I this end, motor performance errors will result. The point to be emphasized

is that these performance errors are not random occurrences.

I



I In all the behaviors described, a conditioned response was triggered

by the current context, but because alterations in the context were not

immediately realized, the necessary motor adjustments were not made. The

automatic sequence is only incorrect relative to the changes in the environ-

mental context. Hence, the normally associated actions were executed. The

J automatic responses were noticed only after attention and conscious pro-

cessing were brought to bear on the situation.

Although the examples of automatic activation may be quite common

* I and our arguments logical, we must go beyond mere intuition to develop an

experimental framework in which questions about automation can be empirically

J Iassessed. The lack of a substantive knowledge base about automation and

movement points out the difficulty in developing a suitable methodology.

The study of automatic sequences, in conjunction with motor performance

jerrors, has the potential to fill some of this void.
One characteristic of such a research endeavor is clear: automatic

Isequences must be examined in overlearned or highly practiced activities,
a stipulation which poses a number of problems in an experimental setting.

A possible solution is to take advantage of persons who ire known to be

Ihighly skilled in tasks deemed suitable. Test pilots, flight instructors

and experienced controllers, for example, would make excellent choices.

Almost any skill role in which context and action are redundant and

repetitive should be potentially useful.

IProviding suitable experimental tasks can be devised, and we

think they can (see Stelmach & Diggles, 1980) this approach should revealr important insights into the nature and structure of automated behaviors.

hr_ _
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Furthermore, we should be able to ascertain the operational characteris-

1 tics of the automatic state, along with the variables critical in develop-

ing automatic sequences, and hence motor skill automation. This relationship

between automation and automatic sequencing is both functionally and theoret-

ically useful, and in our view provides an exciting prospect for future re-

search. Although this approach may not ilimninate the entire picture about

automation, we ceitainly believe it has the potential to advance the current

state of the art.

CONCLUDING R24ARKS

We have attempted in this paper to offer our view of three topics

possessing potential rewards for future investigations. However, if the

Air Force research is to take advantage of these directions and make headway

3in their development, attention must be paid to the ramifications of studying

a complex behaving system. To some extent this concern is reflected in a

current research trend toward descriptive studies which focus on meaningful

behavioral phenomena and utilize diverse dependent variables to capture

some of the complexity that tAy escape the traditional measures of per-

formance: accuracy and time to respond. These additional variables provide

information conducive to developing a conoeptual framework stressing how

L a behaving system controls and regulates coordinated n=otor acts and en-

courages an holistic view of motor behavior. A multidisciplinary approach

to research would go far in achieving this view and can be arrived at only

I through a functional understanding of key concepts from a number of disci-

plines studying the biolorical and behavioral deterninants of movement.

Behavioral models in the past have changed in accordance with developments

I
I
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in supporting disciplines and Air Force personnel are encouraged to

1take advantage of progress in each related discipline to advance their

interests, be they theoretical or instructional.

Additionally, we recommend that a system as complex as the human

Jnervous system be analyzed and conceptualized at different qualitative

levels, a task accomplished only with a multidisciplinary approach. Marr

Iand Poggio (1972) specified four important levels of understanding related

to the object of scientific inquiry, equated here with the motor control

system. At the first level investigation centers around the basic elements

and components of the motor control system--such as neurons, muscle fibers,

and motor units. The second level is that of mechanisms, combinations

and composites of the basic components which act to perform specific

Jfunctions and include sensory transducers, reflexes, synergies, etc. At

the third level is the algorithm, describing the interaction and coordi-

Ination of mechanisms. Sensorimotor integration, schema notions, cerebellar

and cortical control of movement would all be representative of this

i level of inquiry. The remaining level is that of theory, the set of

principles which govern the interactions of a collection of algorithms.

There are logical and causal relations enong the four levels of descrip-

tion and each will have its place in the eventual understanding of motor per-

formance. However, individual disciplines often pursue research confined

Ito one level with little consideration for the others. It should be obvious

that the information available at a particular level can support the find-

ings of another while generating new directions for further research at

either level. Appreciation for the complexity and, we believe, understand-

inrg requires attention to these levels and the relations between them.!
I
!
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It is clear that the emerging picture of what a researcher of

I motor performance needs to know and to pursue is a bit staggering. The

evolution of the human organism has developed a fantastically multi-

Ilayered system that changes or is mediated in so many ways that it almost
defies analysis. Unless diverse approaches encompassing a variety of

concepts and methods are sought, insights will not go beyond some narrow

province of the area. Research focused on the description and analysis

of motor performa-nce requires increasingly specialized techniques and

it will often proceed on a day-to-day basis with attention confined to

the immediate demands of technical methodology and immediate theories.

However, a broad, flexible, multidisciplinary framework which focuses on

the conceptual understanding of motor performance is needed. Without it

there is the danger that the future will produce frar.ented, isolated,

and competitive sub-disciplines where research ideas or situations

become ends in themselves and where useful information will not be

offered to the practitioner. If the future is to be bright, an attempt

to cumulate and synthesize research findings in a broad perspective

that stresses the biological and psychological determinants of coordinated

acts must be made.

I

'1
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FOOTNOTES1
1. The nature of the system's 'language' can be included in a broader

analogy: basic subsystem control levels and simple neurophyslo-

logical mechanisms may be regarded as a 'vocabulary' of actions

from which are developed more specific and unique =ovements. This

'vocabulary' represents a practical working repertoire of acts (and

not the total 'dictionary' of possible variations in muscle dynamics

or innervation) which may be grouped into 'words' whose number is

smaller than the possible combinations of 'letters' (Gelfand,

Gurfinkel, Tsetlin, & Shik, 1971).

I

I.

I
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1
For nearly two centuries the concepts of tolition. autom;iinn. and attentinn
have been of interest to psychologists (Bahrick & Shclle. l."5s: booer. 19 3;
Buchanan. 1812: Jam~es, 1890; Jastrow. 1891: Kanto.ilb. "196. Posner & Keele.
1969; Sherrington, 1906; \Vooduorth, 1899). In the 19th century each of these
three concepts held prominent positions in the introspectise behavioral theories
of that time. Buchanan (1812) viewed volition of \oluntari behasior as a learned
act encompassing "three principal and essential parts: 6an idea of some action to
be perforned; a desire of performing it; and ultimatcl. the action itself" (p. 300).
James (1890) expressed attention as "the taling possession by the mind in a
clear and 'isid form, one out of hhat seem se'eral simultaneous possible objects or
trains or thought . . . it implies sitihdrasal from some thingo in order to deal
efrectively with ,,thers" (p. 403). It alst) imp,,e, that atdenuon is a necessary pre-
rcquisite for the perforniamace of a volunt.ar notoir act. tlowev'r. it is also a well-
knoen and experienced phenomenon that %olunary acts gi'en sufficient practice
appear to lose their reliance on attention; they proceed automaticaAl.jastrow (1891)
expressed it this way. "We know that the .hortening of mental pr(,esses broughtabout b% practice is largely due to the pnwer of doing tso things at etne. is an over-

lapping of mental processes; we know. too. that when processs become automatic
they may accompany more deliberate and reasone4 processes Uithout inter-
fetence . . . (p. 219).

As one progresses from an inexperiented to a skilled sate. dramatic thanges

s eeem to occur in motor performance. Perhaps this is m vst sident in the transition

This manuscript uas dcseloped at the t'niersitv of Vicnosian aod %is supprt-d by grants
from AFSOR 7R-3691; Reseiatch Committee of the Craduate SchxL. Vairrihiror Wiconsin-
Sladison. Pro.-ct No. 1911400. Biomedical Rtearch Support C-ants 144-P80S and 244-543!
awarded to Cnrge V". %trlmaeh.
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I'
of movement control from a conscious mode to an autotnitic mode (Adams. 1971:
Fitts & Posner. 1967; Gcentile. 1972; Robb. 1972). A widcly held belief is that an
inexperienced performer must spend considerable time and energ)y to perfect the
movements demanded by. a particular task. a process that requires the active and
conscious participation by an individual. In contrast, conscdQus igiolvcmcnt is
uncharactcrstic of an cxpericnccd individual's perfornance. Rather. responding is
so sophisticated that it is unnecessary to think about the actual performance of a
movement pattern. consequently the movenent proceeds 'automatically. An
enormous research effort has been devoted to the behavioral phenomena assO-
dcated with how one acquires a new or novel form of voluntary behavior (e.g.,
learning studies). However, much less emphasis and detail have been directedI toward the phenomena associated with the operating characteristics of this auto-
matic state. In many ways ps)chologists know little more about the nature of auto-
mated motor skills than was stated or known in the 19th century. ,

Although traditional notions about automation t) picall) emphasize the attention
reduction quality of performing the motor act itself, we uould like to offer a

slightly different view. Coal directed movements are generally made in relation to

Jsome specific ensironmental context, where the "signalling- cue may be visual,
auditory, or even kinesthetic. As a result, repetitive association of a specific en-
vironmermal cue with a specific motor act, or a finite number of responses. is quite
common. What may. in fact. partially or totally explain automation is the develop-

ment of an automatic sequence (Schneider & Shiffrin, 1977), such that the con-
textual situation automatically triggers the necessary action from the appropriate
response class. Thus, a crucial aspect of automation hnsolves the establishment
of definite stimulus-response relationships where thie specific context for action

is an important factor.,Thc major point, then, is that uc should no !onger focus
onjust the motor act itself, but rather emphasis should be placed on the contiguity

between context and action. I
To begin this article, the concept of attention is introduced and the major

theoretical positions concerning the nature of attention allocation are presented.
The discussion then turns to the study of motor skills and a review of the research
findings concerning attention, automation, and mokement. After concluding that
our knowledge about motor skill automation has failed to ansuer some important

quc Aions. we introduce what we consider to be a more reasonable a%enue of
study: automatic sequencing. The theoretical position is put forward, substan-

tiated with empirical support, and a number o ever)day examples are used to
illustrate the utility of our ideas. Finally, we end with suggestions for beginning

empirical observations of automatic sequences.I
Concepts of Attention

If It has been argued since the dawn of modern psycholog) that man is limited in the
namount of information that can be processed at any given time (Buchanan, 1812;

James. 1890;Jastrow. 1891). Such an assertion has been the foundation upon which
ps)chological research has sought to determine the nature and quantitative bounds

I of attention. By examining the limitations of processing capacity. an attempt has
been made to define factors involved in limiting, controlling, and directing atten-

tion. On dite basis of the above rationale, two distinct views of attention allocation
have developed: capacity and strucitral.

0 sof
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I Capacit modeI (K ancn,. 1973; Moray, 1967; Norman & ohroh. 1973) are
based on a processiig s~stcin containing a limited capacity or pool of attention.
Also, all mental processes are assumed to reuire attention, and processing capacity
can be flexibl) allocated to any number of input chainels or processing operations.
When the demands of two or more simultaneous operations exceed the system's
capacity, decrements in performance insue. This interference, defined as a reduc-

tlion in the cfficiency of transmitting information (Kalineman, 1973: Kerr. 1973).
is nonspecific and depends solely on the summated demands that simultaneous
processing operations levy on the limited capacity system.

In contrast, structural models (Broadbent, 1958; Deutsch & Deutsch. 1963:
Kecele, 1973; Norman, 1968; Posner & Snyder, 1975b) have a more rigid view of
attention allocation. These models maintain that early processing stages (i.e., desec-
lion and recognition) can operate without attention, whereas later processing stages
(i.e., decision, response selection, rehearsal) cannot. In addition, only one operation
at a time can demand attention, regardless of their summated demands. Finally.
it is possible for a process that does not require attention to operate while attention
is allocated to another process.

The current empirical evidence, however, is not as clear and concise as the dif-
ferences between these two models appear to be. The difficult) lies in experimentally
distinguishing between the two models. Since both models argue that different

operations uill demand varying degrees of processing capacity and that competition
betiveen processes causes interference, there appears tp be no ,ay to discriminate
between the predictions of these two models (Kerr, 1973). As a re-,,it. VX,-i inirnt%
have been designed that test only one model, rather than directly testing one
against the other.

A major problem underl) ing this dilemma is the inabilt- of the capacit%. models to
provide a quantitative framework heicrein the upper bounds of capacit. can be
determined. If attentional demands vary according to the nature of each task
to be performed, it is difficult to pinpoint the reasons for processing linitations
when an explicit theoretical fraiesork is nonexistent. Lacking a definable limit of
atentlion. Capacity models are at best global, fostering predictions too,imprecise
to allow for a fair and adequate test.

In centrait. structural models have been subjected to rigorous tests because they
are more concise. permitting the design of clear-cut experiments to test their
validity. However. capacity theorists contend that these tests hase either utilized
te(hni|ues insensitive to the small amounts ofattention required b. a process or thatI the difficulty of the tasks failed to exceedl'ie limits of the capacit. s% stem. Circular
arguments such as these and the ability of each model to account for part or all of
the other's reseatch data are a major hindrance in revealing the nature and function

1 of attention within the processing s)stem.
Another drauback of each model is that both were developed primarilh to explain

lnitatmnns in human information processing (i.e., how do we select informatitn
to be prtocsscdl), and then, as a secondary consiteration to explain the nature of the
prnrssing s.stcm (i.e., what processes are inttolved). An alternasite and perhaps
more lug;al approach, hovcver, would be to deline- initialh the rharaeaerstics

Iof the ,cntial operations wvithin the piocessing system and subsequlenth determine
the otldritions which do and do not require attvntiun.(lassaro. 19; Posner.
Nissen, 8, Ogden. .ote 2). Once such a framnewtrk s adopted, we ma. better under.
stand limnit;tin it, human informatinn prow.-ting.

I
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kccent developments in the study of attention fa%,or the latter approach (l. erge.I 1975"- Posner &: Snyder. 1975b; Shilftin &: Schincidcr. 1977). where emphasis is
placed on the distinction bt:twcen automamic processing and conscious processing.

Conscious processing requires active atitenton, is volitional, and is under directI c~ of i the indi~idtal. In comtrast. autoinatic processes occur unhntentionaly

without an indiiduars conscious awarcness, and in paralttl with processes requiring
attention. Studying attention front this perspectise allows one to develop a corn-
prchensive framc,,ork that accommodates both the structural and capa3Lity models.

At the sante time it affords the specificity necessary for defining the sequence
5f mental operations and dctermining s here in the sequence attention promotes
3ptimal processing and responding. For the purposes of the present review, further

I 3iscussion is confined to the issue of automatic processing and a more detailed
1 recount of automatic processing is included in a later section.

I -%ttention, Automation, and Movement

The concept of automation has played a prominent role in psychological

heary and in application to practical skills, especially with respect to motor skills.j Irhe phenomenon of automation is well known in eeryday life.

* . responses acquired. is Buchanan said, at the ewpense of much Iabor." gradually
lose their laborious quality. The) t'tome automatic. occur apart from any direct attention

1 on the pcrfcrnmer's part and ate conimonly called linoluntary." A closely related ob-
servation is that the act of pa)ing attcnon to such pcrormances or describing the steps
as they occur tends to destroy the automrmticity or such behavior. In addition, such
behasior seems somehow freed of its usual control by motisation and feedback. Such
responses seem to happen "on thcir own." indepcndently of their consequences and
without an easily demonstrable, noisat or.al base. it seems to us that'the importance
of this process of automaiiing behavior is that it allos,s certain aspects o(,behasior to
proceed %.hile the individuAl devotes his attention to more demanding enterprises

* h (Kirnble & Perlmuttr. 1970. p. 375).

Jastrow. as early as 1891. expressed these same sentiments. Are these intuitive
ntrospections cot rect? If so. how do these changes take place? What is the function
of attention in the control of movements?

Attention demands of simultaneous performance. Initial investigations of move-
nent automation focused on whether two gross overt acts could be performed
inultaneously. Binet (1894) and Bliss (1892) maintained that voluntary move-I ents can be atitomated to the point where attention is dispensable. In fact, Bliss
epurted that responding was disrupted when automated tapping movements were

iitended to. Bahrick. Noble. and Fists (1954) demonstrated that when a visual.
Lutor task was repetitise and highly practiced, performance on a mental arithmetic
isk actually improved. Since identical results were not obtained when the visual.
iutor task was random or in earl) stages of leaining. Bahrick et al. concluded
tat a reducion.in the attention requirenents of thesisual-motor task took place.Shids allosued additional processing capacity to be redirected to the mental arith-
ietic cask. Bahrick and Shelley (1958) also reported evidence supporting this
ttentio reduction hypothesis. They found decreases in reaction time on a sec-
ndary task as a primary motor task became redundant and well learned. Brown
I .21 futnd that performance of an auditory task had n "measurable adverse

!K!
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effect upon di iving.- Additionally. Vroon (1973) p)ros -Ictd %!siip or tche.tutoina.
tion of a repetitise tapping task.

Despite these findings. their are a number orii versigations which iitrate against
the acitomaticity of moicor skills. I-orb (1S84) anid Wech (1893) slmorAcd that 1sari.
ability in constanit hand pressure increased with simultaneous performance of
mental activities. Similarly, Roder (1935) in rCeXani.ning Bliss's findings, round
increased %ariability in tapping when subjects %,etc asked to perform a concurrent
secondary task. Finally. Brown and Poultun (1961) demonsmtrated impaired driving
ability in complex d1i4ing situations wshen a sirnultaneous task was per formed.

Attention demands on movement execution. It is clear that the albose attempts
to use the secondaryf task techlniqlue as a mecans of associaiting automation s ith a
reduiCtion in conscious involvement have resulted in equivocal findings, Pant of the
reason is that the secondary tasks used have been restrictive in their applicability.
both because of methodological prublemrs and because or prohkins in making %alid
inferences from their resuhs (Salrnoni, 1974). Atemp1ng to allesiare some of thes-e
problems. Posner and Keelc (1959) used an alternative secondary task technique.
called the reaction timne probe. From [the use of itis technique, a second fcus of
automation research des eloped %hose pimary concern was to measure the demands,

* of component processes within a particular tast. Is attention nccessar for response
initiation and movement termination? Does feedback monitoring and mosement
correction require attention? Does the prediction of a ~Utrore mosemenL require
processinig capacity? Does the precision requirement of a inoveim task -rect
its attention demands?

The basic tasks require a subject to execute a primary miovemennt, and before.
during, or after the execution an auditory stimulus (probe) is prescrnte. Subjecis
are instructed to continue the primary task and also to res')und to the tone is quickly
as possible by pressing or releasing a reaction key. Probe reaction time 'for each
movernent is compased to a control reaction time condition wAhere subjects* only
concrn is to respond to the probe (no movement). Reaction time to the probe
during a specific mo,.ement phase is used as the measure of attention for that
particular movement phase. The greater the demand of the movement phase. she
slower the processing of the pi obe and, thus, thre slower the reaction time. On the
other hand, if attention is unnecessarv for a r osement phase, control probe teac..
tion times and mosement phase probe reaction times should not differ.I In a precursor to probe experiments, Moore (1904) reported that an arithmetic
task performed wshile making an arm mo,.ement increlased both reaction time to
begin the mnovenment and movement time. Moore interpreted these results as
evidence for the app'arent attention demands of both mnosement preparation and
movemennt execution. Us~'ng the probe technique Ells (1969). Posner and Kerle
(1969). and Salinoni (Notiexj) verified the attention demands of mos emcns initiation.

In Posner and Xeele's (1969) initial experiment, subjects moved a pointer to a
fixed tat get position that varied in size (smiall or large). on two-thirds of the tri-als
an auditory probe was presented at %varied times throughout the movemnent. The
results showsed probeC rectCion time to be elevated earl) (niosenicnt initiation) and
late (rrrovemnent termination) in the mnosement. Results also found greater attention
denamdsthroughout the entire movement as precision increased (i.e.. small 1trget.

In a seond experimnrt the processing capacity of visually guided and blind

Monvemnents were rontrasted. Visualls' guided movements were made r'. %' isuall%
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marked iargct or to a reincirbeied visual location. ,,iile blind movements were
made to either a niccha|nical stop or to a remembered position of the stop. The
results rcpli,.itcd the "'U" shaped probe reaction time fnclion of their initial ex-
periment. Moeo,.er. itactrin tines were slower when the terminal location had to
be retained. Such a result was probably found because processing capacity was
necesarv to iaiait the location's representation in memory. The most intriguing
result, hocser., catte fioin the comparison of probe reaction times of blind move-
ments sith no mo'eincnt controls. Excluding movement initiation and termination,
the diffetentes bctscen movement and control reaction times were nonsignificant,
suggesting that the actual mo cment phase does not always require attention.

Using the same probe technique. Ells (195) varicd not only mosement precision
but also directional uncertainty. In most respects Ehls rcplitated the Posner and
Keele teshilts. In an initial experiment, directional uncertainty increased tile atten-
tion needed to prepare for ,oerncnt execution, arid the attention needed for the
completion of a simple mosement %,as a function of movement precision. Ells,
hoseser. was unable to replicate the "U" shaped probe reaction time function found
by Posner and Keele. Ralher than a "U" shaped function. Ells's data revealed an "L"
shaped fuiition. Probe reaction times were elevated during movement initiation.
but not at movement tcrmiiation. The former finding is consistent with Posner
and Keele's resuilts, whet cas the latter finding is inconsistent.

Ells icasoned that the discipant results were due to greater overshooting of
the target and the subscquent need for movenient corrections by Posner and
Recle's subjects. In a second experiment. Ells confirmed his suspicions and demon-
strated the apparent attention demands of mosement correction. Credence is
added to this interpretation when one compares the movement times in these two
studies. Average ,nosement times in [ils's study were bet,,een 100 and 400 Mset,

f 200 nsec faster than in the Posncr and Kcele study. The minimum time necessary
to process visual feedback from a mno emnent has been established at approximately
190-260 msec (Keele &- Posner, l968). In general, movement coriections for Ells's

Ssubjects would have bven difficult, %%hile highly probable for Posner and Keele's
subjects. If this explanation is correct, increased reaction times near the end of the
movemnent are a function of the aittention demands of movement correction.

Despite EIIs's contention. Sahuoni (Note 3), argued that at least part of the dif-j ference bet%,ecn the "U" and "'L'" shape functions was the result of subject ex-
pctancirs for the probe. rathcr than moement corrections. RecAll that Posner and
Ku'elr's subjects recciscd the probe on two-thirds of their trials. In contrast, Ells's
subjects ucre presented the probe on every trial. Thus, as the probability of probe
occurrence intreased at the end of the movement, subjects' expectancy for the
probe could hae been heightened. decreasing probe reaction time. Contrasting
each condition in a single experiment. Salmoni replicated both the 'U" and '"i it functions. Therefore. one is forced to conclude that Ells's results w'ere primarily a

function of probe ietlitency and not movement corrections.
Returning to the issue of tnoveinent corrections, a pertinent question to be

ased it what is it about a correction that requires attention? Is it tihe monitoring of
;|fiedhmk channels, initiation of the corrcctive mosement, or both? Based on studies
prcviously discussed. there is esidence suggestitig that it is the initiation of the
inuvement. Furthr substantiation is provided b)' studies showing input or feedback
nionituring to be nonatentive (Fitts ,&' Peterson. 1964: Salmoni. 1975; Wickens.
1976). Tlic'st resuls are only suggestise. however. because the information mont-

I1
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toted in these latter studies is unlike that used in (he.control of rtotc-flent (Klein.
1976). An adequate experiment to d~uingiiish betccn initiation and monitoring
during a movement has yet to be carried out.

orten during mo'ement execution, individuals must process information which
will affect the future course of their actions. Kerr (1973) addressed th~is issue uith
regard to the attention denands associated %, ith such processing. Subjects were
required mo a stylus through a semicircular track under tso conditions. In
the first group, subjects were told prior to mo-einent execution which or two paths
at the end of the track to move into. In the second group, subjects uiee informed of

3 the correct path following movement initiation. Similar to the probe technique.
subjects who began the mosement whhout knowing the terminal path were in-
formed of the correct path at various stages into the movement. In this group
movement times and attention demands were the greatest. Kerr suggested that this
finding was the result of subjects focusing attention on an expected signal. In support
or this interpretation. Posner and Snyder (1975a) and Laberge. Van Gelder. and
Yellot (1970) have shown that expectations do create an attentional set which

I inhibits other signals from accessing attention.
Another contributing factor to movement automation is the ability to process

relevant stimulus information at a nonconscious leel. It is uell documented in the
a• visual and auditory modalities (see Massaro. 1975) that the initial stages of process-I ing. detection and recognition, can function suilhout attention. Recent esidence in

the kinesthetic modality also supports this %iew. Salmoni (1975) de%ised a technique
which used hand cranking as the primary task and kineslhetic retognitinn as a

Ssecondary task. Subjects %%ere required to crank a handle at a constant speed. while
simultaneously monitoring finger stimulation on the left hand. \\'het a predeter-
mined fitnger was stimulated, subjects released a foot pedal. Foot pedal reaction
time was used as one measure of" attention demands, and cranking variability was
asecond. Reaction times on the recognition task uere no different betsueen simul-
taneous and singular conditions, indicating the nunattentive nature of recognition

in this instance. Hand cranking %ariabiit) remained unaffected, prosiding addi-
tional support for the above contention. One shortcoming, houever, was that the
information monitored may be unlike that in%olsed in movement control (Klein.
1976). that is, subjects suere not required to use the monitored information to
alter or correct the hand cranking task.

Using a tracking task. Wickens (1976) demonstrated the attentive nature of
response processes. Wickens selected tasks that, he argued, required distinct
processing demands: an auditory signal detection task which invol%ed input
processes, and thus no attention: a force application task sshidi involsed output
processes, and thus attention; and a tiacking task which insoled both input and
output processes, and also attention. All possible pairwise combinations of these
tasks were administered to subjects. The results resealed that the greatest diffi-
culty in time-shding occurred between the tracking and force application task
while time-sharing was possible in the detection-tracking and the detection-force
application conditions.

I Based on the studies cited thus far, one ma% conclude tlhat response initiation
and movement corrections are attention dcman ding since they interfere with other
tasks performed concurrently. Indirect evidence indicates that initiation of correc-
tive movements is attention demanding, while feedback monitoring is not. Also.
for a relatsielv unpracticed movement. inforinatiot prvessing about the ninvement

* I
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I

itself inter feres with its execution, %hereas the 4endency to exhibit automation
occurs when this processing is clhiinated (e.g., blind movements). Finally, input
monitoring of secondary tasks fails to disrupt primary task performance and is
thei eforc thought to operate independently of attention.

Automatic Sequencing

/I Although the foregoing analyses may be enlightening, they fail to provide
definiti'e ansuers about the natume of automation. Tmportant questions remain-
ing are: (1) What are the operational characteristics of this automatic state? and

I .(2) What variables influence the development of automation? Only after an under-
- standing is gained with respect to these problems can we begin to make substantive

statements about how motor skills become automated and what the antecedent
I conditions to motor skill automation are.

As we mentioned, the studies examining simultaneous motor performance were
both equivocal and subject to numerous methodological criticisms. Further, the
reaction time probe studies relate to automation only in the sense that they docu-
merit shich aspects of movement require attention. In other words, they really do
not provide insight into the nature of automation and, even if such an implication
can be made, it is at best something of a default argument.

In this section. it is our intent to develop a somc%,hat different perspective with
regard to motor skill automation, namely, the study of automatic sequences.
Briefly, an automated sequence consists of memory associations that are activated
in specific response configurations without active attention. To be.gin. background
information concerning automatic information processing is presented. Afterwards,
the notion of automatic sequencing is further descloped, including the presentation
of an associative learning model developed by LaBerge (1975). To reinforce these
ideas, e'er)da)" examples, suggestive of automatic sequencing, are described.
Finally, an attempt is made to put these ideas within an experimental framework.An underl)ing feature of this section aill be the distinction between conscious

and automatic information processing. Several recent theories of long-term memory
I retrieval (Collins & Loftus. 1975. Keele, 1973. LaBcrge, 1975; Posner & Snyder

1975b: S~hneider & Shiffrin. 1977; Shilfrin & Schneider, 1977) distinguish between
conscious and automatic operations. Conscious processing is intentional, subject
to cognitive manipulations, and under direct control of attentiotn. whereas auto-
matic processing can be unintentional, strategy independent, and free ofattentional
restrictions. A genemal consensus of the aboe positions is that automatic processes

actisate the retrie%al of -ovcrlearned" associations from well-established memory
I structures. In contrast, conscious processing, which is dependent on the limited

capacity central processor, functions to retrieve less well-learned information and
to establish the associations necessary for the eventual control by automatic

3 processes.
Perhaps one of the clearest demonstrations of automatic processing is a phe.

nonmenon knuwn as the Stroop co!or. urd effect (Keele. 1972). In the basic task one
is asked to identify the color of the print in which a word is written. Sotul a task can
be performed rapidly and accurately if, for example, the letters spell a number.
The task is considerably more difficult, however, if the word itself represent an
alternatie, conflicting color. For example, the word "red' may be writen in greenI

I
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I
ink. In marked contrast to the number example. this ltter situation is a diffit&II one
indeed. In a speeded paradigm (idcntiry the colored piint as qt-iLlN as possiblet.I| it is much more diffcult and takes longer to tc d Ohe color Uhen thle etters indicate
color names than '%hcn they spell numbers. In fact. it is difficult to conseutiJv
suppress the word name and respond with ink color. This finding suggests that
the word name has direct access to its memorial representation indcpcndent of
attention. and the Stroop phenomenon has tecently tx-en recognized as an im-
portant indicant of automatic processing (Norman. 19761.

Automatic activation. One automatic process that has receised cxtensive
scrutiny is referred to as automatic activation. In theom. a stimulus automatically
activates its stored representation (name code) in long-term memor'. Funher.

I more, this acti'ation spreads to memory codes that share common features. ihile
- memory codes that share fewer features are less affected. Wltat has been proposed

is-a memory code network or hierarchy where integral. related codes concen-
irate together and dissimilar or unassociated codes are represented in the peripheral1 . boundaries of the hierarchy (Fischler, 1977; Warren. 19771.

An additional property of such a s)stem is that the netsork acti'ation can be
maintained for a short period of time Fullou ing stimulus presentatinn. If another

I | stimulus within the hierarchy enters the s)stcm during this period its actitation
I lescl will be higher than it %,ould not traily be had it been pieceded b% an unrela;ed

stimulus, and the result uill be a facilitation in its processing time tPosner & Sn der,
]975b). The presentation or t,'o stimuli in this manner ha, been refetred in-5 as priming.

Evidence for activation through priming. To date, the majnrity of evidence for
the facilitory effects uf priming has come from semantic research. Eichelmanf(1970). using a same-different task, found teaction times to be raster follouing
stimulus repetition (Chen a letter was identical in form and name to the succeeding
one) than response repetition (the letter had the same name but a different form
from the preceding one). Eichelman suggested this might be due to the sair.gs in
time required to "read.in'" the stimulus when it is ph) sicall% identical to the preceding
one. In other sords. stimulus organization might be easier whern successie letters
are visually identical.f I LaBerge. Van Celder, and Yellot (1970) combined a cued reaction time task uith
varied probability contingencies of the prime, and they also found faster reaction
times for stimulus repetitions. Based on rcsults from a same-diffcrcn task insolsing

j phvsical (i.e.. AA and name (i.e.. Aa) matches. Belier (Ig71 pnsulated t%,o separate
effects of priming. The data revealed facilitory effects in matching for bth primed
ph)sical and natie matches. Belier attributed the ciTects of ph~sical matches to

stimulus encoding, where suhjects used advance information to preconstruct a
partial representation of the ex .ected stimulus. Since less of the stimulus needed
to be processed to complete its memory representation, matching on the ba'is of
a partiallly preconstrurted representation was faster. As rur name matches. thes

3 w necessarily rel supon.nrormation stored in long-term memor. and Belier artgued
that adance information activated the stimulus' representation in long-term
memory and placed it in short-term memory. If one assumes (hat acres* or long.
term niemory is made through short-term memory, priming reduces the num-
ber or stps involvcd in recognition and subsequent recognition time.

Lit K!
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Kirb% (1976) M-3ni pilated subjcttise expectancies of reptiltions and alteration%.I lie fmlitid ciidence that decreased reaction times to stimulus repetitions with inter-
stjmistil'm intcr~als less thtan one second t.cre a function of automatic activation. The
timlecotirse of the spicad of 3cti~ation was further studied by Warieni (1977) using
namitng latency as the measure of activation in a VAriable-dluration priming para-
digm. The resuilts revealed a facilitation in naming the second or two words when
thsey shared the same name (name identity) or an associative relationship. The
increase in facilitation was linear up to about 150 msec and began to asymptoteI betuween 150 and 225 msc, further supporting Kirby (1976) and Posner and
Sn)der (1973b).

In a lexical decision task. Fischler and Goodman (1978) also examined the time
course of activation in semantic memory. In this instance, priming effects were
found co begin even after a 40 msec stimulus-onset-as> nchrony. The results of these
studies substantiate Posner and Sn~ders (1975b) claim that activation is closely
time-locked to the input signal and is of short duration.

Ells and Gotts (1977) shoued that responses to symbol repetitions were faster
than responses to nonrepetitions. supporting the hypothesis that cognitive opera.
tions responsible for forming an internal stimulus representation and matching
it uith a memory array are performed more efficiently when the same information
is processed in succession. Fischkcr (1977). Neely (1977), and Schvaneveldt and
Nle~cr (1973) further extended the notions of facilitation and inhibition in lexical
decision tasks b% showing that a categor%-name prime facilitates the subsequent
p~rocessing of good and poor exemplars. When comparing priming effects on
good and poor exemplars. Ma;ssaro, Jones. Lipscomb. and Sholz (1978) found that
the facilitaiting effect of a category prime on perceptual processing is inverselyI mlated to the quality of the stimulus information asailable. On thle basis of these
studies. then. there seems to be substantial empirical support for the existence
of automatic activ ation.

Perceptual and associative learning. Recently. 1.aBcrge (1975) and Shiffrin
miid Schneider (1977) have developed models of perceptual and associative learn.
ing based on automatic activation. LaBerge views perceptual learning as a two stage
prcs.First, one learns to select among relevant and irrelevant stimulus features.

';ecrnd. the relevant features are organized into higher order cognitive units.
lIitial)) buith stages are subsersient to attentional control for the identification and
:%Mtiiig of unfamiliar stimuli or events. Fach experience with the novel event in.
.-teases the strength of this coding, such that less attention is required for percep.
tial organization. Finally, withi repeated exposures the necessity for attentional

otrlto produce the codes is eliminated.
Associative leArning is conceptualized in three stages: (1) episodic coding, (2)

lirct linkage with attention, and (3) direct linkage without attention. Episodic

oding invokes nitming the perceptual code developed in perceptual learning. The
utine and code enter episodic mentorv %~here temporal-spatial congruity is the
%aKii For name-recall. That is. the time.; ind-space episode triggers the recall of the
.1%stiCated name (LaBerge. 1975). As tlte association frequenscy increases a direct
-msk between the name and code is established. At first. the process still requires at.I .-rition. but eventually a direct link is established, where stimulus presetation
ttlkes Ise name without cooittibutioss from attention.
Schnecider and shiffrin (1977) and Shiffrin and Schneider (1977) extended
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Lallvrge's ideas to indude motor rcsponves in automatic sequences. An automatic
seqence consists of a s)stc,n,.tic asocimtion of mcmorv codes shkh have two
properties: (1) the sequence of codes always becomes active in response to a par.
ticular input configitation. where the inputs may be xternally or internally gen.
erated and indcude the general situatiunal contCxt, and (2) the sequcnc' is activated
automatically without necCssit) of active attcntion b) the subject. The specific codes
within a given hierarchy that will be includcd in the sequence can also vary. depend-
ing on the situational context. An example given by Schneider and Shiffrin is: a
red traffic light might initiate a braking rcsponse % hen someone is driving a car.

yet a walking. halting. or traffic scanning response %hen the same person is
a pedestrian.

In our .iew, perceptual learning is analogous to the process of acquiring a new
motor skill, where the learner must discriminate among relevant and irrele-
vant movements, and then organize the relevant movements into a patterned
whole. the skill itself. As learning progresses, conscious selection and organization is
eliminated, and the initially independent inocments ate performed as a smoothly
sequenced action. Associative learring involves the temporal-spatial congruity be-
tween an environmental event and the optimal motor response schema
(Schmidt, 1976).
We must re-emphasize that a mutual dependency bet',een current context and

action is being stressed. It can be said that automatic sequences consist of oser-
learned spatial-tcmporal associations betu een a set of ensiruninental conditions and

motor schema appropriate to the current situation. Although the primar. plan
or intent may be consciously selected, if other subordinaie specificationis are
habituated components in the schema they %ill be activated and executed auto-
matically. In fact, once these automatic sequences are fully developed it is difficult
to suppress or modify them without conscious interention.

For some time now we have been interested in the interaction betueen context
and action, along 'uith their mutual roles in autunatic sequencing. As a consequence.
we have been forced to esaluatc the types of behavioral settings in %hich automatic

* sequences exist and in which they could be experimentally studied. A rather ob.
vious prerequisite is the use of behaviors that are context conditioned and
highly overlearned.

One other major concern has been the selection of an appropriate dependent
measure. After careful deliberation, however. wse have become convinced that the
operating characteristics of the automatic sequence can be best illuminated via
rr-)tor petformance errors. Errors hase been succe-sfully used as indicators of
motor performance in the past (Restle. 1972; Re3tle & Brown. 1970; Restle &
Burnside. 1972; Rabbitt, 1966; Rabbitt & vas. 1970; Rabbitt. Vyas. & Fearnlev.
1975). yet they have failed to achiese the sanie degree of popularity as reaction
time. Perhaps the reason for this situation is that in reaction time research, one
t)pically wants to minimize errors its performance. In the view of R.bbitt and
Restle. however, the intent is to induce or create errors; based on the conditions
responsible for an error and the type of error c., -imitted. inferences about the strut.

ture of the behaviors being examined can Iv mnade.
More recently. Norman (Note i) is constructing a theor- of.acticin that relies

heavily on the analysis of motor perormnane errors. Although Normnans interests
in taxonomy errors are much broader in scope than our ideas, or even Rabbitt's or
Restle's ideas, a common framework exists within which the primar tlhocretkal

I
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assumption is that errors in pcLrormance ate nonrandom c,.cncs. niat is. errors

ar'a function of some antecedcnt cents and the specific nature of such errors can
be a valuable resource in the description of the motur control s)stem.
B efore %e discuss any cxperimcntal ireatment of these piublems we would first

like to illustrate how automatic seq rcnes have a petrasitc influence over many
cver)day routine behaviors. For the most part the examples presentrd in the next
section sill reveal that motor pcrformance errors most frcqcicntly occur %,hen a
habituated motor act must be altered in the absence of conscious proccssing.

Examples of automatic sequences. In this section we hope to illustrate the runc-f tional importance of atutomatic sequences b) describing a few real-life bchaviors
iI that appear to be under automatic control. In the strictest sense, reflexive behavior

is the purest form of automatic sequencing. Such behaviors, however, are not in-
cluded in our categorization since reflexes usually do not insolve intention
and planning.

A number of excellent examples of automatic sequencing can be identified in
car driving behaviors. While the general intent is usually to drive to a particular loca.
lion. behaviors such as unlocking the door. turning on the ignition. Fastening the
seat belt. releasing the parking brake, and shifting can be considered specific and
routine elements in the driving scheme. For loan), these actions are even completed
in a piespecified. unaltered sequence each time one gets into the car. In fact. these
behaviors are probably .1abituated to the point that attention need not be given to
their actual performance. These actions are certainly simple enough, but what
happens to them when ote must drive an unfamiliar car? If the inside laout of the
car is different, some interesting motor performance errors can occur.

The first example occurs when an indi'idual switches from a car suith the shifting
lever on the floor to one in which the lever is situated on the stcering column. When
it is time to shift, one often ".automatically- reaches down tonkard the floor searching
for the gear sLift. Only after it is not found, does one realize it is positioned in
another location,. and now conscious processing is required to (1) define the new
environmental constraints and (2) reorganize the motor act to conform to the new

Icontext. A similar example insolv*.e the placement of the parking brake. In some
cars it is off to the left below the stecring wheel, and in others it is along the right side
of the driver's seat. liere again, when the car is unfamiliar, a common action is to
reach to the 'norinal" location of the parking brake only to find it is not there. In
other words, once the intent to eng;ige or release the parking brake has been speci-
fied. experienced drivers do not consciously organize the desired actions to achieve
these goals (e.g.. This is what I must do and this is how I must do it). Consequently.

I w-hen attention is focused elcewhere variations in the context go unnoticed aid the
habituated action is executed in its learned form irrespective of the adjustments
demanded by the environiment. thereby creating a motor performance error.

Omie final example comes from t) p.writing. An)one who has been forced to type
with an unfamiliar typewriter ha-ing a different keyboard arrangement from their
usual one (usually involving special kLes such as the margin release and backspace)
can surely attest to these performanse errors. That is, one continually reaches to

* the area that has been habitually associated with one of these keys in the past. For
5 s41fonicone who is a skilled t)pist the necessary adjustments between cottext and

actios are indeed difficult and tedious. To accomplish this it usually requires slow
ing down tiping %peed or stopping altogether and then locating the new imition

I
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What these examples illustrate is there appears to be a close association among
the intent to act. the context for action, and the appropriate motor schema. The
intention defines the context for action, which in turn activates the motor schema
best suited ror achicving this intent. Returning to the car driving example. the
intent is to go home and the context is deter mincd by how one will get home. The
motor schema for car driving is the result of the current context.

In our examples the general intent remains invariant; however, variations in
context required alterations of the habituated actions in the motor schema. Since
conscious processing is necessary to recognize these changes, but is typically
uncharacteristic of habituated actions, the routine learned actions were elicited
rather than the newer, modified ones. The point to be emphasized is that these
performance errors are not random occurrences (Norman. Note 1). They do not
simply happen by chance. In all the behaviors described, a conditioned response
was triggered by the current context, but because alterations in the context were
not immediately realized the necessary motor adjustments were not made. Keep
itn mind, however, the automatic sequence is only incorrect relative to' the changes
in the environmental context and the normally associated actions are identified as
inappropriate in this instance only after attention and conscious processing are
brought to bear on the situation.

Another common feature of these performance errors is that they occur most
frequently when attention is diverted to some other activity. Furthermore it is not
unusual for these errors to occur a number of times before the autnmatic ,cqm:e,.ce
is altered, and again the reorganization process must be completed at a €onsaous
level with attention. Anyone w~ho has experienced these or similar circumstances
can surely attest to the difficulty of suppressing and the laborious nature of modif ins
the automatic sequence.

Empirical assessment of automatic sequences. Although the examples in the
previous section may be quite common and our arguments logical, we must gc
beyond mere intuition to develop an experimental framework in which questions
about automation can be empirically assessed. The lack of a substantise knosledge
base about automation and rno'ement points out the difficulty in developing a
suitable methodology. The study of aitomatic scquences, in conjunction with molot
performance errors, has the potential to fill sonie of this void.

One characteristic of such a research endeavor is clear: automatic sequencef
must be examined in overlea-ned or highly practiced actisities, a stipulation which
poses a number of problems in an experimental setting. A possible solution is tc
-"ike advantage of persons who are known to be highly skilled in tasks deemed suit-
able. Professional t% pists, concert pianists, and skilled athletes, for example. would
make excellent choices. Most any activity in which context and action are redundant
and repetitive should be potentially useful. Further, the study of motor performance
errors has much to be recommended. In skilled tipists, pianists, or athletes auto
matic sequences would already be de eloped and it would only be necessary tc
devise methods of inducing errors. In this latter regard, dual task methodolog
(Kantowitz & Knight, 1978) is one pnssible alternative.
A necessary precursor to any experimentation would be the identihcation oranumber of automatic sequences in a given task. Once this is accomplished a t.pica

experiment can be arranged similar to the circumstances that occurred in the real
Uih. examples. Mre specifiralhy. the astmatiic %eclis're is inititrd. €,...,-i

4*| l'g
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I ions in the sit iat it, nal context aic in Irurliict d. not only r:in Linc c..m iine .0141tlistiry

errors in prroi inance, bin the char akteristics or toil,~n., y tia itself can
be varied and the cffects on per fort nicco(bsetvcd. Fur iaistatire. Ithe sccullfla Iy task
can be motor or cognitive in nature and the diffkuL1ty lesel can be manipulated.
Another dependent ineasure possible is thc length of time to alter and reorganize
a newv sequecnce into i automratic mode. Perhaps even an expctirnentat task.
such as step tiacking. can be incorporated in a %%ay to study the dctelopanent of
automatic sequencing.

Expetiients %ithin a reaction time paradigm might also be dcsised. One pos.-
sibility is to introduice altet narise actions at critical pcints in the mnosetnent sequence
(see Rcsttk, 1972). If two such choices arc uscd, the first can be desigSnated as the
primary one, and practice sessions %ould be gisen so that this Actiun becomes a
habituated response in a scqtience. After the habituated response is sufficiently
strengthened. a second experimnental phase can be initiated where an alternative
*choice is introduced in a probabilistic manner. That is, the primary (habituated)
action and the second alternative would have an equal chance of being inserted into
the conts'xt-action sequence. Again, this situation might include the dual task
methodology. Both errors and. timne to initiate the required action could be the
dependent measures. Expected patterns of results would be more frequent errors
w~hen the unlearned clement is inserted into the sequence and higher reaction
ties to initiate the unlearned action.

Concluding Remarks

At present, our knowledge about how motor skills are automated is surprisingly
scant and certainly incomplete. In fact, there is really no clear empirical support for
automation, yet such a capability seems to be a necessity for an optimally designed
motor contrsol system. PerhAps this accounts for why so man) are willing to in-
tuitively accept the idea or assumption that motor skill automation is possible. Past
research. howevcr, has assessed automation in a cursory ssay and has been confined
to examnting the motor act itself. From the cut rent perspective, a more important
consideration is the ilationship bet%%een the crnvironimental context and action. It

a has been specificall) proposed that the contiguity and specificity which developsJ betwecen context and action is a focal point for automiation. Although this approach
may not illuminate the entirec picture about automation, and we are not advocating
that it will, we certainly believe it hass the potential to advance the state of the art
farther than it currently has progressed.

5 Some might argue that the ideas forwarded in the present paper are not new.
thit instead wec use different terminology to describe familiar phenmena. One

a could alternatively %iew an automatic seqiience as a motor program. To a certain
degree this observation is correct. The point torensemirber, howeve-r, is that motor
skill auitomation is not usually conceptualiied in terms of automatic sequencing.
Providing suitable experimental tasks can be devised, this approich should reveal1~I important insights into the nature and structurcof automated behavior. Further-
more. wee should be able to ascertain time operational characteristics of the automatic
state, along with the variables critical in developing automatic sequences. and hence
motor skill automation, This relationship between automation and automatic se-
quecn cing i- boith functionally -.nid theoretically useful and, in near view. prov ides an
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